
Feature Logi-based SemantiComposition:A Comparison between LRS and LTAGFrank Rihter∗University of TübingenLaura Kallmeyer†University of TübingenIn this paper we will explore the similarities and di�erenes between two feature logi-based approahes to the omposition of semanti representations. The �rst approah isformulated for Lexialized Tree Adjoining Grammar (LTAG, Joshi and Shabes 1997), theseond is Lexial Resoure Semantis (LRS, Rihter and Sailer 2004) and was �rst de�nedin Head-driven Phrase Struture Grammar. The two frameworks have several ommonharateristis that make them easy to ompare: 1. They use languages of two-sortedtype theory for semanti representations. 2. They allow underspei�ation: LTAG usessope onstraints ≥ while LRS provides omponent-of onstraints �. 3. They use featurelogis for omputing semanti representations. 4. They are designed for omputationalappliations. By omparing the two frameworks we will also point out some harateristisand advantages of feature logi-based semanti omputation in general.1 IntrodutionExept for a few early and largely informal explorations of the relationship be-tween semanti representations in uni�ation-based frameworks using typed fea-ture logis (TFLs) and the lambda alulus-based Montague Grammar of main-stream researh on semantis in linguistis (.f. Moore 1989; Nerbonne 1992), fora long time there was little or no expliit onnetion between these two teh-niques for semanti representations. Sailer (2003) �nally proved that a featurelogi for Head-driven Phrase Struture Grammar (HPSG, Pollard and Sag 1994)suh as Relational Speiate Re-entrant Language (RSRL, Rihter 2004b) is suf-�iently expressive to enode a higher-order logi suh as Intensional Logi ortwo-sorted type theory (Ty2, Gallin 1975), and the ombinatorial system of thelambda alulus. This means that it is mathematially possible to ompletely em-bed a ategorial semantis suh as Flexible Montague Grammar (Hendriks 1993)within a TFL grammar. However, undeidability results make it unattrative tointegrate RSRL or alternative feature logis that are expressive enough for a di-
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Rihter and Kallmeyer LRS and LTAGret logial spei�ation of HPSG grammars wholesale in grammar developmentenvironments. On the other hand, reduing the expressivity of the feature logiprevents a logial spei�ation in the feature logi of the syntax of Ty2 and basioperations of the lambda alulus suh as beta redution. In addition, it shouldbe noted that it is at least an open question whether the assumption is justi�edthat semanti omposition in natural languages an be adequately desribed bythe tehniques provided by the lambda alulus. Other means of semanti ompo-sition might turn out to be better suited to analyze the relationship between thesemantis of syntatially omplex expressions and their onstituents in naturallanguages.To prevent misunderstandings it should be stressed very learly that we donot mean to say that the lambda alulus is in any sense insu�ient for speifyingthe omposition of meanings along the syntati strutures of natural languages.Due to the universal nature of the lambda alulus as an abstrat haraterizationof omputation it is likely that this goal ould be ahieved. The question that wewant to raise is whether the lambda alulus is a linguistially adequate tool forexpressing as diretly as possible the most important linguisti generalizationsover the mehanisms of semanti omposition in natural languages. One of theprime purposes of this paper is to present key onepts of an attrative alternativeto the lambda alulus. These key onepts will appear in two mathematialimplementations. The two views on the same onepts that our omparison oftwo frameworks o�ers are meant to highlight what belongs to the abstrat ideasbehind what we essentially view as one single alternative, and what is due topartiular realizations of the basi onepts in terms of di�erent mathematialstrutures in two grammar frameworks.Uni�ation-based LTAG semantis (Kallmeyer and Romero 2007) and LRS(Rihter and Sailer 2004) draw di�erent onlusions from the tension between theexpressivity needed in a feature logi for the spei�ation of the ombinatorisand representations of Ty2, and the requirements of e�etive omputation. Asone of the onsequenes, they use feature logis of di�erent expressivity for simi-lar purposes in semanti omposition. Like Minimal Reursion Semantis (MRS,Copestake et al. 2005) they do not use the lambda alulus but the feature logifor the semanti ombinatoris. In ontrast to MRS, however, whih fouses al-most entirely on the design of semanti representations for large-overage gram-mars without saying muh about the interpretation of the derived representations,LTAG semantis and LRS subsribe to model-theoreti semantis and truth on-ditions spei�ed in terms of Ty2. To overome the tension between the demandson the expressivity of the feature logi and on the omputational properties ofthe system, LTAG semantis and LRS hoose di�erent options. LTAG seman-tis ombines a restrited feature logi with other mathematial strutures thatprovide semanti representations and take over omputational tasks. LRS relieson a uniform logial spei�ation and a re-implementation of the LRS module ofgrammars in a omputationally tratable onstraint language. Important featuresof these two options of implementing onstraint-based semanti omposition willbe worked out in the ourse of our disussion below. 2



Rihter and Kallmeyer LRS and LTAGIn this paper we will investigate the two solutions whih our two frameworksprovide for integrating a model-theoreti semantis with syntati strutures usingtyped feature logis. We will fous on the tehnial hoie points, identifying thoseproperties of the two syntax-semantis interfaes whih the two approahes havein ommon despite the tehnial di�erenes, and those whih di�er due to di�erentmeans of ombining the syntati and semanti module of grammar. This will alsohelp distinguish fundamental properties of a feature logi-based syntax-semantisinterfae from aidental properties of a single system whih are due to partiulargrammar arhitetures.The paper is strutured as follows: Setions 2 and 3 will lay the mathematialfoundations for the omparison of the two frameworks. Setion 2 will brie�y intro-due the most important logial properties of the HPSG framework, indiate howLRS an be spei�ed in the same TFL as an HPSG grammar, and present themost important priniples of LRS together with the analysis of a simple sentene.Setion 3 is the ounterpart of Setion 2 for LTAG: A short summary of the math-ematial arhiteture of LTAG is followed by an overview of the framework forLTAG with semanti uni�ation and the role of TFL in this framework. The anal-ysis of our simple example illustrates how the omponents of the theory interat.The next two setions are onerned with a diret omparison of spei� ruialaspets of LRS and LTAG semantis. Setion 4 fouses on the treatment of sopeambiguities and the role whih TFL plays in their desription. Setion 5 showshow the di�erenes in the appliation of semanti underspei�ation tehniquesin LRS and LTAG lead to di�erent analyses of negative onord, an interestinglinguisti phenomenon at the syntax-semantis interfae. Setion 6 turns to theoneptually important question of whether semanti systems whose ombina-toris is based on feature logi are ompositional. Although reeived opinion hasit that they are not, Setion 6 skethes a onstrution for LTAG that indiates thatthis might not be true. Setion 7 onludes our investigation by a summary of thedi�erenes between the two systems and of the ommon properties of TFL-basedsemanti omputation.2 Lexial Resoure SemantisIn the LRS arhiteture the feature logi may be used to speify the entire gram-mar, inluding well-formed Ty2 terms as semanti representations, and their modeof omposition. This idea is partiularly straightforward to implement in HPSG,sine HPSG assumes an expressive feature logi as the single means of statingthe entire grammar. While HPSG is by no means the only grammar arhiteturewhih an be ombined with an LRS omponent, ombining them is partiularlysimple, beause the HPSG onstraint language itself an be employed to speifythe LRS strutures. In this setion we will explain how this an be ahieved andwhat it means for an HPSG grammar with LRS semantis.
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Rihter and Kallmeyer LRS and LTAG2.1 HPSG: Grammars as Logial TheoriesFrom a mathematial point of view, an HPSG grammar is a logial theory on-sisting of a signature and a set of axioms. The purpose of the logial theory is toharaterize all and only the grammatial linguisti strutures of a natural lan-guage. The signature delares the non-logial symbols whih the grammar writermay use, and it imposes ertain strutural onditions on interpretations of thegrammar. Non-logial symbols of this kind of feature logi are sorts, attributesand relation symbols. The set of sorts is organized in a partial order, whih isalled the sort hierarhy. Examples of sorts are sign, word and phrase, and theHPSG sort hierarhy puts word and phrase below sign. HPSG's signs must have asynsem attribute with values of sort synsem, ategory objets (whih are found asvalues of the attribute ategory) must have a head attribute with a small setof possible values while they do not have a synsem attribute, and so on. TypialHPSG relations are the binary relation member (for stating that some entity is ona list or in a set) and the ternary relation append, whih is often used to state thatthe list-value of an attribute is obtained by appending the list-value of a seondattribute to the list-value of a third attribute. The strutural restritions on in-terpretations that we have desribed above ome from appropriateness onditionswhih delare ertain attributes (suh as synsem) appropriate to ertain sorts(suh as sign) and presribe the possible sort-values of these pairs (e.g., synsem).1The statements of the logial theory (the axioms) are known to linguists as thepriniples of grammar. Their syntax uses the standard boolean logial onnetives(onjuntion, disjuntion, negation, et.), existential and universal quanti�ation,and the attributes, sorts and relation symbols of the signature. The syntatiomponent of an HPSG grammar uses these symbols to state priniples suh asthe Head Feature Priniple (the head value of a phrase and its head daughterare idential), the Subategorization Priniple (regulating the disharge ofarguments of a syntati funtor) or the Immediate Dominane Priniple(playing the role of phrase struture rules of generative frameworks). We will notrepeat any of these priniples but illustrate HPSG's typed feature logi with abrief sketh of a TFL spei�ation of LRS.2.2 HPSG with an LRS SemantisIn a TFL spei�ation of LRS, two omponents an be distinguished. First, weneed to speify the syntax of the language of semanti representations, i.e., thelanguage whih we want to use to speify the meaning of linguisti signs. Inprevious work on LRS, this has always been Ty2 for ompatibility with the se-mantis literature in linguistis, but many other logial languages are oneivableandidates without major hanges to the overall arhiteture of LRS. Seond, theombinatori system must be spei�ed. The ombinatoris determines how the re-stritions on semanti representations provided by syntati daughters and their1 Readers more familiar with algebrai spei�ations might note that sorts here are like their types,and attributes are like unary term onstrutors. There are no ounterparts of onstants in algebraisignatures. Thanks are due to an anonymous reviewer for pointing this out. 4



Rihter and Kallmeyer LRS and LTAGmode of ombination as well as the nature of their syntati mother determinethe restritions on the meaning of the phrase. It is this ombinatori system andthe kind of strutural information in syntax and semanti representations that itrefers to whih form the ore of the LRS theory. In priniple, any logial languagestrong enough to express these priniples, and any syntati theory whih om-prises the relevant syntati strutures an be used to speify a grammar with anLRS module.The TFL spei�ation of the syntax of Ty2 is very tehnial, and we do notneed all of its details in the present ontext. To provide a general impression ofhow it works, Fig. 1 shows a fragment of a signature for Ty2.ty2me type typevariable num-index integeronstant num-index integerappliation funtor mearg meabstration var variablebody meequation arg1 mearg2 menegation arg megeneralized-quanti�er var varrestr mesope meeverysomethreelogial-onstant arg1 mearg2 medisjuntiononjuntionimpliationbi-impliation. . .Figure 1Fragment of the signature for a grammar of Ty2 expressionsThe sort ty2 subsumes all other sorts in the hierarhy, as indiated by inden-tation. Its most important subsort is me (meaningful expression), with maximallyspei� subsorts for the logial onstruts needed in the language. All expressionsare typed, with the types enoded as values of an attribute type. Variables andonstants bear a natural number as their index, sine our semanti representationlanguage provides a ountably in�nite set of variables and onstants of eah type.For example, the 127th onstant of type e is designated onst〈126,e〉. In linguistigrammars, these onstants are usually given more intuitive names. The onstant5



Rihter and Kallmeyer LRS and LTAGonst〈126,e〉 might thus be referred to by the symbol john', and onst〈126,〈e,t〉〉 bylaugh'. Our signature fragment also inludes sorts for three generalized quanti-�ers, every, some and three, whih we will need in our linguisti examples. Thesegeneralized quanti�ers an of ourse already be expressed with other basi on-strutions in our syntax for semanti representations, viz. variables, appliation,lambda abstration and equations. Inluding them expliitly in our syntati on-straint language for Ty2 expressions will, however, turn out more than just asimple onveniene when we formulate restritions on the ourrene of (subsetsof) quanti�ational expressions within ertain strutural domains. Further detailsof the signature of Ty2 suh as the sort symbols for the enoding of integers andthe type system are omitted from Fig. 1.Of ourse, the signature alone does not guarantee the well-formedness of theexpressions in the denotation of the grammar. To obtain this, we need a the-ory of the set of well-formed expressions of Ty2. (1) shows two of the neessarypriniples:2(1) a. application →
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(1a) requires that in an appliation, the argument be of a type that the fun-tor an ombine with, and the resulting type is determined by the funtor. Forexample, if the funtor is of type 〈e, t〉, it takes an argument of type 〈e〉 andyields an expression of type 〈t〉. (1b) says that an equation is of a truth type(i.e., true or false), and the two arguments of an equation are of the same type.More restritions of this kind are needed for all logial onnetives, as well asrestritions whih guarantee the �niteness of Ty2 strutures and the existene ofa bijetion of Ty2 expressions and the Ty2 strutures in the denotation of theTFL spei�ation of Ty2.3 The full set of axioms needed in a TFL enoding ofTy2 an be found in (Penn and Rihter, 2004, pp. 426�429). In order to avoidumbersome notation, TFL desriptions of Ty2 expressions are typially avoidedin spei�ations of LRS grammars. Instead it is ommon pratie to write (par-tial) Ty2 expressions in TFL desriptions. It is important to keep in mind thatthis notation atually abbreviates desriptions of Ty2 expressions, and one suhmeta-expression may in fat desribe an in�nite number of Ty2 expressions. Thisshould beome learer in our examples below.2 In RSRL, tags are treated as variables, and all variables in grammar priniples must be bound by aquanti�er. By onvention, if no quanti�er binds a tag in a given priniple, this tag is understood tobe bound by an existential quanti�er taking wide sope over the entire expression.3 This means that Ty2 expressions are enoded by the grammar in suh a way that for eah Ty2expression there is one lass of isomorphi strutures in the denotation of the grammar suh thatthese strutures orrespond to the expression. 6



Rihter and Kallmeyer LRS and LTAGFor our omparison with semantis in LTAG the spei�ation of the ombi-natorial system of LRS is even more important than the exat details of a TFLenoding of Ty2. The main idea here is as follows: Signs refer to various aspetsof their meaning in various feature values. The values of their LRS features re-strit the meaning ontribution to the utteranes in whih the signs may our.Although it is very tempting at the beginning, the Ty2 values of LRS attributessuh as exont, inont and parts should thus not be understood as desribingseparate Ty2 expressions. It is more useful to think of the desriptions of thesefeature values in a sign as separate but interating onstraints on the possiblemeanings of the utterane to whih the sign belongs. Metaphorially speaking,these restritions are olleted as we go up the syntati tree until we have ol-leted them all as restritions on the exont value of the overall utterane. LRSgrammars are written in suh a way that the exont value of an utterane isa Ty2 expression whih spei�es the meaning of the utterane. When looking ateah utterane in the denotation of an LRS grammar one disovers that in fatall LRS attributes of all signs in the utterane have values whih are omponentsof this exont value. In other words, the desriptions of these feature values inthe grammar turn out to be restritions on the exont value of the utteranespredited by the grammar.The shemati desription of signs in (2) reveals the main distintions madein the feature geometry:
(2)















































sign
phonology phonological structure

synsem



















local



















category (local) syntactic structure

content















content

index





ext-index

var me

phi index





main me



















































lf











lrs

excont me

incont me

parts list(me)























































LRS distinguishes between loal (lexially oriented) and non-loal (ombina-torial) aspets of the semantis of signs. The loal aspets an be seleted bysyntati funtors and are loated under synsem. More preisely, they are underthe attributes var and main, whih are both loated at the traditional plae forsemanti representations in HPSG, the ontent value.The attributes whih are responsible for building the semanti representa-tions of phrases from the semantis of their daughters are under a new attributelogial-form (lf), whih is not aessible for seletional restritions sine itis appropriate to the sort sign. Three ombinatorial aspets of the semanti rep-resentation of a sign are identi�ed: The external ontent (under exont) is the7



Rihter and Kallmeyer LRS and LTAGsemanti ontribution whih a sign makes at its highest syntati projetion tothe overall utterane in whih it ours; the internal ontent (under inont) isthat part of the semanti representation of a sign whih is within the sope ofany operator the sign ombines with; the parts list marks those piees of thesemanti representations onneted to words whih ount as being ontributedto the utterane in whih the word ours.4 We observe that every subterm ofthe meaning representation of an utterane must be introdued as an element onthe parts list of (at least) one word in the utterane.5 Conversely, the meaningrepresentation of an utterane must ontain all elements on all parts lists of allwords in the utterane. Intuitively speaking, the meaning of an utterane onsistspreisely of those sub-expressions whih ome from the words in it. Nothing anbe added from outside, and nothing gets lost.The funtion of the new attributes is best understood by onsidering thesemanti analysis of a few words in LRS:(3) a. John:
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b. laughs:
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4 Readers familiar with the development of HPSG might reall that Kasper (1997) used attributesalled eont and iont in an analysis of reursive modi�ation whih solved ertain problems withPollard and Sag's original proposal for analyzing the semantis of modi�ers in HPSG. The attributenames are adapted from Kasper by LRS to aknowledge the inspiration Kasper's paper gave fordistinguishing between onstituent-internal and external ontent. However, the two approahesdi�er signi�antly in detail, and this is not the plae for a omparison.5 As we will see in Setion 5, there are speial ases in whih at least one of the meaning ontributionsof two (or more) words may be idential. In partiular, the single sentential negation in negativeonord onstrutions may ome from several n-words and the negative marker in a sentene.
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Rihter and Kallmeyer LRS and LTAG. always:
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& 2a ⊳ 3The analysis of proper names suh as John (3a) is partiularly simple. Sineproper names are analyzed as ontributing only a non-logial onstant (john') tothe semanti representation, the index var value, the main value, the internalontent and their semanti ontribution (on parts) are all idential. Note thatthe four attributes refer to the very same symbol in the denotation of the TFLspei�ation, as indiated by the tag 1 . The external ontent of the word John isnot lexially determined. The exont value me (meaningful expression) indiatesthat any Ty2 expression is permitted. Only when the word is ombined with afuntor will other priniples �x the exont value (whih will also be john').Verbs suh as laughs are more interesting. Its loal main value is laugh', indi-ating the lexial meaning of the word. Its internal ontent is the appliation ofthe prediate laugh' to a lexially underspei�ed onstant or variable of the ap-propriate type. Whih onstant or variable it is will be determined by the subjetNP, whose var value, 1 , ontributes the relevant logial argument.6 From theperspetive of semanti ontributions to the utterane in whih it ours, laughsprovides the appliation whih we already saw as the inont value, and the non-logial onstant laugh'.7 The parts list of laughs does not ontain 1 , sine theverb does not ontribute the relevant expression of type e to the meaning of theutterane in whih it ours. This expression is ontributed by the subjet.The subjet NP of laughs is syntatially seleted by the verb as the �rst ele-ment on its subat list. The notation `NP', employed here to desribe the �rst ele-ment on the subat list of laughs, is a frequent abbreviation in the attribute-valuematrix (AVM) notation of HPSG desriptions. It desribes synsem objets with asaturated (empty) subat lists and head value noun. Elsewhere we will use sim-ilar standard abbreviations for verbal synsems (V, VP) and adjunt synsems (A).The desription of the adverb always, (3), introdues another important typeof onstraint on semanti representations, omponent-of onstraints. The analy-6 The identity requirement between the var value of the syntatially seleted argument and thelogial argument of laugh' must in fat be relaxed when we extend the analysis to arguments thatare de�nite desriptions of type e suh as the student, and semantially similar onstrutions. SeeSailer 2004 for the relevant generalization in terms of a omponent-of onstraint. For our presentpurposes, the simpler identity requirement will su�e.7 For the purposes of the present paper, we ignore the index var value of verbs, for whih Rihterand Sailer (2004) propose event variables. 9



Rihter and Kallmeyer LRS and LTAGsis of always resembles the analysis of laughs, exept that always as an adverbselets its argument via the mod attribute instead of a subat list. The seletedargument, 2a , of the operator always' is, however, not analyzed as an immediateargument. Instead the lexial entry requires that 2a be a omponent of the argu-ment, 3 , of always. If nothing else intervenes and the type of the main value ofthe seleted argument were appropriate, 2a ould be idential to 3 in a given sen-tene as far as the omponent-of onstraint is onerned. As this example shows,omponent-of onstraints are used for saying that (i) one expression belongs in anargument slot, or (ii) is in the sope of another expression. However, we usuallydo not know whether the �rst expression ombines with something else before it�ts into the relevant argument slot in (i), or whether we fae a relationship ofimmediate sope in (ii). Moreover, type lashes might fore the �rst expression tobe ombined with something else �rst before it �ts into the alloted slot.Two things deserve to be pointed out about the lexial entry in (3): Thetyping of the always' operator as a prediate taking a truth value is, of ourse,an oversimpli�ation and only meant as an illustration of the guiding ideas.8Seondly, note that the type of laugh' (〈e, t〉) and the subterm requirement of (3)su�e to guarantee that laugh' has to apply to its argument �rst so as to �t intothe argument slot of always'. Type restritions of this kind play a very importantrole in the use of underspei�ation in LRS.Before we an analyze sentenes, we need to introdue the most importantLRS priniples, the Inont Priniple, the Exont Priniple and the LRSProjetion Priniple. They are listed in (4). For simpliity, we assume binarybranhing strutures throughout this paper.(4) a. The Inont Priniple:In eah lrs, the inont value is an element of the parts list and aomponent of the exont value.
lrs →
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b. The Exont Priniple:Clause (a):In every phrase, the exont value of the non-head daughter is anelement of the non-head daughter's parts list.
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)Clause (b):In every utterane, every subexpression of the exont value of the8 For a real semanti analysis ompatible with the present LRS framework, one ould follow theLTAG proposal of Kallmeyer and Romero (2007). 10



Rihter and Kallmeyer LRS and LTAGutterane is an element of its parts list, and every element of theutterane's parts list is a subexpression of the exont value.
u-sign →
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. LRS Projetion Priniple:In eah phrase,1. the exont values of the head and the mother are idential,
phrase →
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(4a) requires that the part of the meaning of a sign whih is outsoped byeverything else (the internal ontent) is atually ontributed by the sign itselfand is a subterm of its external ontent. The external ontent is governed by twopriniples whih have to do with maximal projetions. Aording to ((4b), Clausea) the maximal projetion of a sign (identi�ed as the non-head daughter of anembedding sign) must be a ontributor of its external ontent. In other words, theexternal ontent must originate from within a maximal projetion, it annot omefrom outside. ((4b), Clause b) is a losure priniple. Every sign in the language is adaughter of one unique unembedded sign or utterane. The losure priniple saysthat the meaning of an utterane (its external ontent) onsists of all and onlythose symbols and ways of ombining symbols (by appliation and abstration)whih are ontributed by the signs in the utterane. The projetion priniple (4)makes sure that internal and external ontents are idential along syntati headprojetions and the ontributions to the semanti representations of all daughtersare olleted in the parts lists of the mother nodes.With the lexial entries and the ore LRS priniples we an already derivethe semanti representation of a simple sentene. The analysis of (5) is shown inFig. 2.(5) John always laughs. 11



Rihter and Kallmeyer LRS and LTAG
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Figure 2LRS analysis of John always laughsEah word spei�es its ontribution to the overall meaning of the sentene(parts), the part of its semantis whih is outsoped by all signs it ombines with(inont), and the overall semanti ontribution of its maximal projetion (ex-ont). The feature perolation mehanism introdued by the LRS ProjetionPriniple identi�es inont and exont along head projetions and ollets theelements of the parts lists of the daughters at eah phrase. The ombination ofthe adjunt with a verbal projetion indues a number of restritions: Sine eahnon-head daughter's exont must be on its parts list (Exont Priniple,Clause a) and the inont must be a omponent of the exont (Inont Prin-iple), the exont of always must equal the inont of always. Moreover, theexont of always must be within the exont of laughs (Exont Priniple,Clause b). Next, the inont of laughs must be in the sope of always aordingto the omponent-of onstraint in the lexial entry of always, (3). The semantiargument of laughs, john', is identi�ed by subategorization, as indiated in thelexial entry of laughs ((3b), tag 1 ). The losure ondition of the exont Prin-iple ((4b), Clause b)) requires that the semanti representation of an utteraneuse up all and only the parts ontributions of all signs, whih �nally yields thesemanti representation spelled out as the exont desription of the S node inFig. 2. As the reader may verify, this expression is the only solution of the om-bined onstraints on the semanti representation of the overall sentene. Theseonstraints ome from the lexial entries as well as from syntati properties ofthe sentene. 12



Rihter and Kallmeyer LRS and LTAG2.3 Summary: The ArhitetureIn this setion, we showed that LRS an be integrated seamlessly with the logialarhiteture of HPSG. There is no distintion between the TFL spei�ation ofsyntati strutures and the TFL spei�ation of semanti representations whiharry the truth onditional meaning of the entire struture. Syntati and semantionstraints an interat freely. It is an important feature of this arhiteture thatunderspei�ation is a matter of the TFL level of grammatial desriptions. Thestrutures in the denotation of the grammar are omplete strutures, inluding thesemanti representations. This means that there is no semanti underspei�ationin the denotation of the grammar.It is not neessary for a grammar with an LRS semantis that its onstraintsare expressed in the same language as the rest of the grammar. An example ofa system whih uses distint languages is the omputational implementation ofLRS in the TRALE system desribed in Penn and Rihter 2004. The ConstraintLanguage for Lexial Resoure Semantis (CLLRS) is a speialized onstraint lan-guage designed to failitate the notation of the onstraints and to eliminate thetehnial overhead aused by the TFL enoding of the syntax of Ty2. In CLLRSthe well-formedness of the semanti representations is guaranteed by an indepen-dently implemented set of well-formedness axioms that the user does not have todelare or even know (Penn and Rihter 2005). Despite the di�erent approahesin CLLRS and the LRS arhiteture presented in Subsetion 2.2, CLLRS main-tains the tight onnetion to syntati strutures. It supports onstraints in whihsemanti inferenes are grounded in syntati struture, and semanti struturemay trigger syntati onstraints. All properties of LRS relevant in our ompar-ison between LTAG semantis and LRS are preserved in CLLRS. However, theomparison of LTAG semantis and LRS is more transparent when we an referto a single typed feature logi with a uniform model theory whih is responsiblefor semanti representations and for syntati struture simultaneously.3 Lexialized Tree Adjoining Grammars and Semanti Uni�ationIn ontrast to the LRS integration with HPSG using one single TFL, LTAG isharaterized by a modular arhiteture, where the feature logi is used solely forsemanti omputation and nothing else. The basis is a syntati tree-generatingformalism with a limited generative apaity. The trees from the grammar arelinked to semanti representations that are sets of Ty2 formulas that need to beput together. The way these formulas are ombined in order to obtain the meaningof natural language expressions involves two further harateristis of the grammararhiteture of LTAG semantis: First, the semanti representations are linked tofeature struture desriptions, whih enode 1. the arguments needed to ompletethe formulas and 2. the values provided as possible arguments for other formulas.Depending on the tree ombination operations performed in the syntax, featurevalue equations are omputed between the di�erent feature struture desriptions,at whih point some of the open argument slots in the semanti formulas are�lled. Seond, the result of this proess is still an underspei�ed representation,13



Rihter and Kallmeyer LRS and LTAGSubstitution in TAG: A A↓ ; A↓Adjuntion in TAG:AA∗

A ;

AAFigure 3Substitution and adjuntion in TAGsimilar to the ones proposed in Hole Semantis (Bos 1995) and Minimal ReursionSemantis (MRS, Copestake et al. 2005). In order to obtain the �nal meanings of asentene one has to ompute the di�erent disambiguations of this representation.In the next setions we will desribe the omponents of this system.3.1 Lexialized Tree Adjoining GrammarsLTAG (Joshi and Shabes 1997) is a tree-rewriting formalism. An LTAG onsistsof a �nite set of elementary trees assoiated with lexial items. From these trees,larger trees are derived by substitution (replaing a leaf with a new tree) andadjuntion (replaing an internal node with a new tree). The two operations aredepited in Fig. 3. In ase of an adjuntion, the new tree, alled an auxiliary tree,has a speial leaf node, the foot node (marked with an asterisk). LTAG requiresthe nodes involved in these operations to be labelled with the same non-terminalsymbols (A in Fig. 3). When adjoining a tree to a node µ, in the resulting tree, thesubtree with root µ from the old tree is put below the foot node of the auxiliarytree. Non-auxiliary elementary trees are alled initial trees. Eah derivation startswith an initial tree.The elementary trees of an LTAG represent extended projetions of lexialitems and enapsulate all syntati/semanti arguments of the lexial anhor.They are minimal in the sense that only the arguments of the anhor are enap-sulated, all reursion is fatored out. These linguisti properties are formulated inthe Condition on Elementary Tree Minimality (CETM) in Frank (2002).A ruial property of LTAG is its extended domain of loality. The reursivematerial that is fatored out is put in separate auxiliary trees that an be adjoined.14



Rihter and Kallmeyer LRS and LTAG
NPJohn SNP↓ VPVP VADV VP∗ laughssometimesderived tree: SNP VPJohn ADV VPsometimes Vlaughs derivation tree:laughnp vpjohn sometimesFigure 4TAG derivation for (7)As a onsequene, in the �nal derived tree, the ontribution of an elementary treean be separated into di�erent parts that might be far away from eah other. Forexample, in a long-distane dependeny suh as (6), the slot for the wh-word andthe verb marry are in the same elementary tree while the trees for wants, saidand think all adjoin to the S node in the middle.(6) Who does John think Bill said Mary wants to marry?LTAG derivations are represented by derivation trees that reord the way theelementary trees are put together. A derived tree is the result of arrying outthe substitutions and adjuntions. Eah edge in the derivation tree stands for anadjuntion or a substitution. The edges are equipped with addresses of the nodeswhere the substitutions/adjuntions take plae. The derivation of (7) in Fig. 4illustrates this: Starting from the elementary tree of laugh, the tree for John issubstituted for the node at position np and sometimes is adjoined at position vp.(7) John sometimes laughs.In ontrast to the logial foundations underlying HPSG, LTAG has very lim-ited generative apaity; it belongs to the lass of mildly ontext-sensitive gram-mar formalisms (Joshi 1985) and only slightly extends the generative apaityof ontext-free grammars (CFG). This explains why LTAG has attrative formalproperties; it is polynomially parsable (see among others Shabes and Joshi 1988;Vijay-Shanker and Weir 1993; Nederhof 1997), tree adjoining languages (TAL)have desirable losure properties (Vijay-Shanker and Joshi 1985; Vijay-Shanker1987), there is a pumping lemma for TALs (Vijay-Shanker 1987), and there isan extension of pushdown-automata that aepts TALs (Vijay-Shanker 1987). Ingeneral, the use of LTAG for natural languages is motivated on the one handby the fat that CFGs are not powerful enough to desribe all natural languagephenomena (Shieber 1985) and on the other hand by the desire to stay as loseas possible to CFG in terms of omplexity and generative apaity. 15



Rihter and Kallmeyer LRS and LTAG3.2 LTAG Semantis with Semanti Uni�ationIn the LTAG semantis approah we onsider here (see Kallmeyer and Romero2007), eah elementary tree in the Tree Adjoining Grammar (TAG) is linked toa pair onsisting of a semanti representation and a semanti feature struturedesription. These feature struture desriptions are used to ompute assignmentsfor variables in the representations using onjuntion and additional equationsintrodued depending on the derivation tree.3.2.1 Semanti Representations and Semanti Feature Struture De-sriptions As in Kallmeyer and Joshi 2003, we use �at semanti representationsin the style of MRS (Copestake et al. 2005): Semanti representations onsist ofa set of labelled Ty2 formulas and a set of sope onstraints. A sope onstraintis an expression x ≥ y where x and y are propositional labels or propositionalmeta-variables (these orrespond roughly to holes in Bos 1995).The formulas in a semanti representation ontain meta-variables � depitedas boxed Arabi numbers, e.g. 1 � of type e (individuals), s (situations) and
〈s, t〉 (propositions).9 Eah semanti representation is linked to a semanti featurestruture desription whih an inlude the meta-variables from the formulas.Between the desriptions, feature value equations are omputed depending onthe derivation tree. From the desriptions and these additional feature equations,whih are interpreted onjuntively, assignments an be inferred for some of themeta-variables in the semanti representations.As an example onsider the semanti representation and the semanti featurestruture of laughs in Fig. 5. The fat that the meta-variable of the argumentof laugh′ appears in the top (t) feature of the subjet NP node position npindiates that this argument will be obtained from the semantis of the treesubstituted at the subjet node. The label of the laugh′ proposition, l1, is linkedto the bottom of the VP node. This signi�es that the proposition l1 is the minimalproposition orresponding to this node. If an adverb adjoins at the VP node, l1will be embedded under that adverb, and the larger proposition 4 will be providedby the adverb. Note that the variables in the desription, e.g., 4 in this example,need not our in the semanti representation.

l1 : laugh′( 1 )









np [t [i 1 ]

]vp [t [p 4 ]b [p l1
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Figure 5Semanti representation and semanti feature struture desription of laughsSine the fous of this paper is on the use of feature logis for omputationalsemantis, let us say a little more about the semanti feature struture desriptions9 We take the term �situation� to be more general than �worlds�: worlds are onsidered to be speialkinds of situations, namely maximally spei�ed situations. 16



Rihter and Kallmeyer LRS and LTAGin LTAG. The feature logi desriptions serve the sole purpose of putting semantirepresentations together; they are a kind of glue. In priniple, they ould bede�ned either as partial feature strutures with uni�ation or as feature struturedesriptions with onjuntions and equalities. We hose the latter option sinethis allows us to use a simple inferene mehanism for alulating assignments forthe meta-variables in our semanti representations.Our semanti feature strutures as well as the orresponding terms of thefeature logi are typed. We will all the feature struture types fs-types to dis-tinguish them from the types of the terms in the semanti representations. Thewhole feature struture that goes with an elementary tree is of fs-type sem andhas attributes np, vp, et. for all node positions ourring in the elementary treesof the TAG (�nite for eah TAG) whose values are of fs-type tb (for �top-bottom�).These in turn have attributes t and b whose values are of fs-type bindings andhave attributes i, p, s (for �individual�, �proposition� and �situation�) with valuesof fs-types vare (these are the variables of type e from our Ty2 language), var〈s,t〉(the labels of propositional type), and vars (the variables of type s from our Ty2language) respetively.The fs-types do not have a hierarhial struture. In other words, there are nosub-types (no sort hierarhy) as in the feature logi of HPSG (inluding LRS).10The intuition behind our typed feature strutures is the following: A semantifeature struture desription links individuals, situations and propositions to syn-tati positions, i.e., to nodes in the (syntati) elementary tree. Eah node hasa top and a bottom feature struture. If no substitution or adjuntion ours ata node, top and bottom get identi�ed. Otherwise, they an have di�erent values.The feature struture desriptions linked to the semanti representations aresimple �rst order formulas with attributes and with onstants for values of atomifs-type, similar to those introdued by Johnson (1988, 1990). The main di�ereneis that our logi is typed, thus we do not need a symbol ⊥ for unde�ned values.We avoid omputing potentially unde�ned values by typing our feature termsand de�ning terms in suh a way that attributes are applied only to terms ofappropriate fs-types. The logi we are using is only a fragment of �rst order logisine we need neither negation nor disjuntion or universal quanti�ation.We will use fs-variables 0 , 1 , . . .. Feature struture desriptions will be givenin the usual AVM notation. An example is provided in Fig. 6, where all onjuntshave a omplex fs-term of the form a(u) equated with a simple fs-variable orfs-onstant.3.2.2 Semanti Composition Semanti omposition onsists of onjoining fea-ture struture desriptions while adding further feature value equations. It orre-sponds to the feature uni�ations in the syntax in Feature Struture-based TAG(FTAG, Vijay-Shanker and Joshi 1988) that are performed during substitutions,10 Atually, one might do without fs-types. Attributes will then denote partial funtions and, in theterms of our feature logi, they might our in plaes where they do not make sense beause theirvalue is unde�ned. In our logi, the typing disallows building suh terms. 17



Rihter and Kallmeyer LRS and LTAGFeature struture desription:i(t(np( 0 ))) = 1∧p(t(vp( 0 ))) = 4∧p(b(vp( 0 ))) = l1

Corresponding avm:0np [t [i 1 ]
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Figure 6Feature struture desription in AVM notationCase 1: substitution
γ1 : . . .

[

p
[t . . .

]

]

p

γ2 : . . .
[

r
[t . . .

]

]

Case 2: adjuntion
γ1 : . . .

[

p

[t . . .b . . .

]

]

p

γ2 : . . .

[

r
[t . . .

]

f
[b . . .

]

]Figure 7Feature identi�ations depending on substitutions and adjuntionsadjuntions and the �nal top-bottom uni�ations in the derived tree.In the derivation tree, elementary trees are replaed by their semanti repre-sentations plus the orresponding semanti feature struture desription. (See thederivation tree on the left and the struture for omputing semantis on the rightin Fig. 8.) We assume that eah time a new elementary semanti entry is hosenfrom the grammar, it ontains fresh instanes of labels, individual and situationvariables and meta-variables. This way, the sets of labels and variables ourringin di�erent nodes of the derivation tree are pairwise disjoint.The additional feature equations added at substitution or adjuntion edgesin the derivation tree are depited shematially in Fig. 7. They are spei�ed asfollows: For eah edge in the derivation tree from γ1 to γ2 with position p:
• The top feature of position p in γ1 and the top feature of the rootposition in γ2, i.e., the features γ1.p.t and γ2.r.t are equated (where r isthe root node position),
• and if γ2 is an auxiliary tree, then the bottom feature of the foot node of

γ2 and the bottom feature of position p in γ1, i.e., the features γ1.p.band γ2.f .b are equated (where f is the position of the foot node in γ2).Furthermore, for all γ in the derivation tree and for all positions p in γ suhthat there is no edge from γ to some other tree with position p, the t and bfeatures of γ.p are equated.As an example onsider the analysis of (7): Fig. 8 shows the derivation treewith the semanti representations and the semanti feature struture desriptionsof the three elementary trees involved in the derivation. The formula john′(x) is in-18



Rihter and Kallmeyer LRS and LTAGSemanti omputation:
l1 : laugh′( 1 )
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Figure 8Semanti representations and semanti identi�ations for (7) John sometimes laughsterpreted as meaning �there is a unique individual John and x is this individual�.11Sometimes sopes over a proposition 6 ontaining at least 7 and ontributes anew proposition l2.The feature value identi�ations lead to the identities marked in Fig. 8 withdotted lines. The top of the subjet NP of laughs is identi�ed with the top of theroot np of John (substitution) and with the bottom of the root of John (�naltop-bottom uni�ation). Consequently 1 = x. The bottom of the VP in laughsis identi�ed with the bottom and top of the foot vpf of sometimes (adjuntionand �nal top-bottom uni�ation), yielding 7 = l1. Finally, the top of the VP inlaughs is identi�ed with the top and bottom of the root vpr of sometimes (again,adjuntion and �nal top-bottom uni�ation), with the result 4 = l2.Equality between fs-terms is re�exive, symmetri and transitive, and it extendsto the di�erent attributes allowed for the fs-type of the term. This permits usto derive further onjunts using orresponding inferene rules. Conjoining thedi�erent feature desriptions on the derivation tree, the new feature equationsand the further onjunts one an derive yields a large desription δ.If δ is satis�able, we an ontinue omputing an assignment funtion from δ.In order to hek for satis�ability, we have to hek whether for all fs-onstants
c1, c2 with δ ⊢ c1 = c2, c1 is indeed equal to c2. Then, from δ an assignment fun-tion g an be obtained for some of the meta-variables ourring in the semantirepresentations. We assume that the meta-variables are alphabetially ordered.Then g is de�ned as follows:11 This is similar to the treatment of proper nouns in DRT of Kamp and Reyle (1993). 19



Rihter and Kallmeyer LRS and LTAG
• for all fs-variables n suh that there is a fs-onstant c with δ ⊢ n = c:

g( n ) = c,
• for all fs-variables n1 suh that there is no fs-onstant c with δ ⊢ n1 = c:if n2 is the alphabetially �rst fs-variable suh that δ ⊢ n1 = n2 , then

g( n1 ) = n2 .This assignment is then applied to the semanti representation and the unionof the representations is built. In our example this leads to (8):(8) l1 : laugh′(x), l2 : sometimes′( 6 ), l3 : john′(x), 6 ≥ l13.2.3 Disambiguation The semanti representation obtained in the way de-sribed above is usually underspei�ed and annot be interpreted yet. First, ap-propriate disambiguations must be found. These are assignments for the remain-ing meta-variables, i.e., funtions that assign propositional labels to propositionalmeta-variables respeting the sope onstraints. The de�nition of these disam-biguations roughly orresponds to the possible pluggings in Bos (1995). The dis-ambiguated representation is then interpreted onjuntively.(8) has only one disambiguation, 6 → l1, sine 6 annot possibly equal l2( 6 must be in the sope of l2) and 6 annot possibly equal l3 (otherwise therewould be no meta-variable left below 6 to be equated with l1 in order to satisfythe onstraint 6 ≥ l1).(9) john′(x) ∧ sometimes′(laugh′(x))3.3 Computational aspetsThe omputation of the underspei�ed semanti representation via feature iden-ti�ation on the derivation tree uses the same mehanisms as ordinary LTAGparsing in a feature struture-based TAG (FTAG, Vijay-Shanker and Joshi 1988).The only di�erene is that the set of possible feature values is not �nite in general(e.g., possible values for features of propositional type are l1, l2, l3, . . .). However,in pratial appliations, the feature value set an always be limited. Then theomplexity of syntati FTAG parsing (whih is O(n6)) and FTAG parsing inlud-ing semantis is the same exept for some onstant fators. There exists alreadyan extension of an LTAG parser that takes into onsideration semantis, assuminga syntax-semantis interfae very similar to the one presented here. It outputs theTAG derivation trees and the underspei�ed semanti representations omputedon these derivation trees (SemConst, Gardent and Parmentier 2005).The seond aspet to onsider is the omplexity of the disambiguation, i.e., theomputation of the di�erent readings that an underspei�ed representation yields.In general, the omplexity of disambiguating expressions with sope onstraintsof the form x ≥ y is NP-omplete (Koller et al., 2001). But the semanti rep-resentations we atually use are lose to so-alled normal dominane onstraints(Koller et al., 2003; Fuhss et al., 2004). For this type of onstraints an e�ientpolynomial solver has been developed. 20



Rihter and Kallmeyer LRS and LTAGelementary treeslinked to adj./subst. determine equationssemantirepresentations semanti featurestruture desriptionslinkedtounion assignmentunderspei�edrepresentationdisambiguationslogial formFigure 9Components of the LTAG system3.4 Summary: The Overall Arhiteture of LTAGAs already mentioned, in ontrast to LRS, LTAG is a very modular system.The di�erent omponents and their relations are summarized in Fig. 9. The partsabove the horizontal line are omponents of the lexion while the parts belowthis line are generated in the ourse of the derivation. The interfae struturebetween syntax and semantis is the derivation tree; it determines loally boththe ompositions of elementary trees and the equations between feature struturedesriptions.Let us emphasize one again the di�erene in the use of feature logis: InLRS, a powerful feature logi is used to speify the whole grammar. In LTAG, asimple feature logi (a fragment of �rst order logi) is used to speify the argumentrequirements/ontributions of semanti representations and, as we will see later,also to speify sope boundaries. In LRS the identities between feature valuesstemming from the feature value equations of di�erent lexial entries arise fromgeneral priniples whih of ourse are also de�ned using the feature logi. In LTAGeven these equations are not part of the TFL desriptions of the grammar writer.Rather, they arise from an extra feature identi�ation mehanism de�ned on thederivation tree.4 Expressing Sope Boundaries with FeaturesIn this setion we will ompare the ways in whih the two frameworks model thesopal behavior of quanti�ational NPs, adverbs and modal verbs. We fous on thesimilarities arising from the use of feature logis to enode sope boundaries, andwe ignore a number of subtle di�erenes in the linguisti theory between LTAG andLRS grammars. These di�erenes primarily onern assumptions the nature and21



Rihter and Kallmeyer LRS and LTAGupper boundary
∃1x(student′(x) ∧ . . . ) ∀x(professor′(y) → . . . )lower boundaryadmire′(x, y)Figure 10Depition of the sope window aounting for the ambiguity in (10)grammatial haraterization of sope boundaries in omplex NP onstrutionsor with propositional attitude verbs. We will be interested in onstrutions likethose in (10)�(13):(10) Exatly one student admires every professor.

∃ > ∀,∀ > ∃(11) Two poliemen spy on someone from every ity.
∀ > ∃ > two (among others)(12) John seems to have visited everybody.
seem > ∀,∀ > seem(13) Three girls are likely to ome.
three > likely, likely > threeAs illustrated in the examples (10)�(13), in priniple quanti�ational NPs inEnglish an sope freely. An analysis of quanti�er sope must minimally guaranteetwo things: 1) The proposition to whih a quanti�er attahes must be in thenulear sope of the quanti�er, and 2) A quanti�er annot sope over the nexthigher �nite lause.12 One way to model this is to de�ne a sope window delimitedby a maximal sope boundary and a minimal sope boundary for a quanti�er. Thisidea is illustrated in Fig. 10. A dotted edge from x (higher node) to y (lower node)signi�es that y is in the sope of (i.e., is a omponent of) x. Both LTAG and LRSspeify suh sope windows for quanti�ers. We will now outline the two analyses.4.1 Speifying a Sope Window for Quanti�ers: LTAGKallmeyer and Romero (2007) assume that eah verb spei�es a sope window forattahing quanti�ers. The lower boundary is the label of the proposition intro-dued by the verb. The upper boundary is a meta-variable. The boundaries areenoded by features maxs and mins (orresponding to upper boundary and12 The linguisti theory of sope in LRS is in fat onstruted to aommodate the assumption that inertain syntati environments a limited lass of quanti�ers may sope out of the �nite lause wherethey syntatially originate. We will heneforth ignore this genuinely linguisti di�erene from thetheory formulated in LTAG. 22



Rihter and Kallmeyer LRS and LTAGSNP VPVlaughsNPeverybody
l1 : laugh′( 1 ),
2 ≥ 3np

l2 : every′(x, 4 , 5 ),
l3 : person′(x),
4 ≥ l3,
6 ≥ 5 , 5 ≥ 7







global [mins l1maxs 2 ]np [global [i 1 ]
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]np [global [mins 7maxs 6]

]





Figure 11LTAG analysis of (14) Everybody laughslower boundary in Fig. 10). Sine these two features represent a property ofthe verb that is not linked to a spei� node position, they are de�ned as globalfeatures.13(14) Everybody laughs.Let us go through the analysis of (14), shown in Fig. 11. The lexial entry oflaugh (the root node of the derivation tree in Fig. 11) provides an upper boundarymaxs = 2 and a lower boundary mins = l1 delimiting the sope window forany quanti�er attahing to laughs. These boundaries mean that a quanti�er thatattahes to laughs has to minimally sope over the laugh′ proposition (label l1),and it annot sope higher than 2 .14The semantis of everybody has two parts: The generalized quanti�er every′15with its restrition 4 and its nulear sope 5 , and a proposition person′(x) thatis part of the restrition (onstraint 4 ≥ l3). The quanti�er looks for the globalmaxs and mins features of the verb it attahes to in order to �nd the upper andlower boundaries for its nulear sope. In the semanti representation, the nulear13 Global features are grouped under a feature global that is linked to the elementary tree as a wholeand not to single node positions. Eah semanti representation an look into the global features ofthe mother node in the derivation tree (by putting a request on its root node position or its footnode position) or into the global features of a daughter (by putting a request on the node positionto whih the daughter attahes).14 In this simple ase, there are no further onstraints on the maxs value 2 , i.e., this upper limit doesnot have any e�et. However, an attitude verb embedding laugh as in (15) would embed the laughmaxs feature in its propositional argument and thereby prevent the quanti�ers ourring in theembedded lause from taking sope outside of the embedded lause.(15) Mary fears that everybody laughs.Note that existential quanti�ers suh as someone always allow for a referential wide sopereading, even when being embedded under an attitude verb. In LTAG we assume that this readingis not a proper sope reading but it is obtained by a di�erent mehanism.15 Note that in LTAG, generalized quanti�ers are treated as onstants of a spei� type in theunderlying Ty2 logi. For a generalized quanti�er q, q(x, p1, p2) an be read as q(λx.p1, λx.p2). Inthis sense, q is a onstant of type 〈〈e, 〈s, t〉〉, 〈〈e, 〈s, t〉〉, 〈s, t〉〉〉. In partiular, generalized quanti�ersare not treated as synategoremati in LTAG and annot be identi�ed as a speial lass of symbols.This is di�erent in LRS where a sort hierarhy of subsorts of generalized-quanti�er is employed informulating priniples of (immediate) sope onstraints and quanti�er islands (see Setion 4.2 forsimple priniples referring to the relevant sorts). 23
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Figure 12Analysis of NP three girls in LTAGsope 5 is situated between the variables 6 and 7 (onstraints 6 ≥ 5 , 5 ≥ 7 ). Inorder to equate these with the maxs and mins values of the verb, a request forthese features is put on the root node (position np) of everybody. The mehanismof adding feature equations for global features guarantees that this request getsidenti�ed with the global feature of laughs.The feature identi�ations (indiated by dotted lines) lead to the onstraints
2 ≥ 5 , 5 ≥ l1. With the assignments following from the feature identi�ations( 1 → x, 6 → 2 , 7 → l1), we obtain the semanti representation (16):(16) l1 : laugh′(x),

l2 : every′(x, 4 , 5 ), l3 : person′(x)
2 ≥ l1,
4 ≥ l3, 2 ≥ 5 , 5 ≥ l1There is one possible disambiguation onsistent with the sope onstraints,namely 2 → l2, 4 → l3, 5 → l1. This leads to the semantis (17):(17) every′(x, person′(x), laugh′(x))In order to illustrate the way quanti�ers interat with other sope takingoperators, let us onsider the analysis of (13) Three girls are likely to ome. Theombination of the determiner and the noun into the NP three girls is shown inFig. 12. The generalized quanti�er three arries a request for the global featuresmaxs (variable 8 ) and mins (variable 9 ) of the tree it attahes to, whih is thegirls tree. This tree, in turn, identi�es its own global features maxs (variable 4 )and mins (variable 5 ) with the global features obtained by requesting the globalfeatures of the verb. This means that the request for the global maxs and minsof the verb at the root of the girls tree ultimately onerns the upper and lowersope boundaries of three. The p feature provided by girls (label l4) provides therestrition of three. 24



Rihter and Kallmeyer LRS and LTAGThe syntati analysis of (13) in LTAG is shown in Fig. 13. The raising pred-iate be likely is analyzed like adverbs, using a VP auxiliary tree that adjoins tothe verbal spine of the in�nitive.NPDet Nthree girls SNP VPVPV VP∗ Vare likely to omederived tree:SNP VPthree girls V VPare likely Vto ome
derivation tree:to_omenp vpthree_girls likelyFigure 13Syntati analysis of (13) Three girls are likely to ome in LTAGThe semanti analysis on the derivation tree is shown in Fig. 14. (The nodepositions vp1 and vp2 stand for the root and foot node positions of the likelytree.) The sope properties of the raising verb do not depend on the maxs�minssope window. Instead, its sope depends on its attahment site. It is in a senseinserted between the top and the bottom part of the VP node to whih it adjoins,embedding the proposition it �nds at the bottom (here l1) and providing a newproposition (label l2) at the top. This new proposition is then passed up theverbal spine. This analysis is motivated by the empirial observation that in aseswhere more than one operator attahes to the verbal spine, the order on the spinedetermines the sope order:(18) John tries to seem to be a nie boy.tries > seem > be a nie boy, ∗seem > tries > be a nie boyThe sope onstraints for the raising verb interat with the quanti�er sopewindow: The larger proposition on the verbal spine, 2 , is below the maxs bound-ary (onstraint 3 ≥ 2 ), and the proposition l1 ontained in the sope of theraising verb is the mins boundary. As a onsequene, likely also sopes within thequanti�er sope window.From the additional feature equations in Fig. 14, we obtain the assignments

1 → x, 2 → l2, 6 → 3 , 7 → l1, 9 → l1, whih lead to the semanti representationin (19):
25
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Figure 14Semanti analysis of (13) in LTAG
(19) l1 : ome′(x)

l3 : three′(x, 4 , 5 ), l4 : girl′(x)
l2 : likely′( 8 )
3 ≥ l2,
4 ≥ l4, 3 ≥ 5 , 5 ≥ l1
8 ≥ l1This underspei�ed representation has the two disambiguations and sopeorders in (20):(20) a. 3 → l3, 5 → l2, 8 → l1, 4 → l4.
l3 : three′(x, l4 : girl′(x), l2 : likely′(l1 : ome′(x)))b. 3 → l2, 8 → l3, 5 → l1, 4 → l4.
l2 : likely′(l3 : three′(x, l4 : girl′(x), l1 : ome′(x)))4.2 Speifying a Sope Window for Quanti�ers: LRSTo analyze the sentenes (13) and (14) in LRS, we need to introdue the lexialentries for the quanti�ational expressions and a new priniple, the SemantisPriniple. The Semantis Priniple of LRS onsists of onstrution-spei�lauses whih put restritions on the possible ways in whih the semanti repre-sentations of syntati daughters an be ombined. Let us start with the lexialentry of everybody:
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Rihter and Kallmeyer LRS and LTAG(21) everybody:
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& 2 ⊳ α & x ⊳ α & x ⊳ βFrom a syntati point of view, everybody is a quanti�ed noun phrase like everygirl and many boys in my lass. The ombination of quanti�ed noun phrases witha verbal projetion is subjet to a restrition by the Semantis Priniple,given in (22). We introdue two lauses of this fundamental priniple.16 The �rstone, (22a), applies when a quanti�ational determiner ombines with a nominalprojetion; the seond, (22b), governs the ombination of a quanti�ed noun phrasewith a verbal projetion.(22) Semantis Priniple:In eah headed-phrase, the following onditions hold:a. if the non-head is a quanti�ational determiner then its inont valueis of the form gen-quanti�er(x, ρ, ν), the inont value of the head isa omponent of ρ, and the inont value of the non-head daughter isidential with the exont value of the head daughter,
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]

]











∧ 2 ⊳ 3











b. if the non-head is a quanti�ed NP with an exont value of the formgen-quanti�er(x, ρ, ν), then the inont value of the head is a ompo-nent of ν,16 The Semantis Priniple for LRS was �rst formulated with more sub-lauses in (Rihter andSailer, 2001, p. 283), where it still inluded the LRS priniples in (4a)�(4). Additional lauses of anextended Semantis Priniple introdue ombinatori restritions on head-marker phrases,di�erent kinds of head-adjunt phrases, and head-�ller phrases. In general, these lauses ontributesemanti restritions on phrases obtained by ertain modes of syntati ombination and often takethe semanti types or syntati and semanti lass of the immediate daughters of the phrase intoaount. 27
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Aording to (22a), when a quanti�ational determiner is ombined with anominal head, the internal ontent of the nominal goes into the restritor of thegeneralized quanti�er. Note that this is a true `omponent-of' onstraint. Theremight be more in the restritor of the generalized quanti�er than just the internalontent of the nominal projetion. This is the ase if the nominal is modi�edby a restritive relative lause or by an intersetive adjetival modi�er. Theirrepresentations will also be part of the restritor of the generalized quanti�er(with the possible exeption of ertain quanti�ational operators).In LRS, the exont value of the utterane is the upper sope boundarywhile the inont value of the syntati head whih selets a quanti�er is thelower boundary for sope. This an be seen in the analysis of (14), whih isdepited in Fig. 15. The upper boundary is obtained through the interation of1) the LRS Projetion Priniple, (4), stating that the parts list of a phraseontains all elements on the parts lists of its daughters, and 2) the ExontPriniple, (4b), whih states that a) the parts list of eah non-head ontains itsown exont, and b) in an utterane, everything on the parts list is a omponentof the exont. This leads to the onstraint 4 � 6 in Fig. 15, among others. Thelower boundary is obtained from the Semantis Priniple, (22b), whih statesthat if the non-head of a headed phrase is a quanti�er, then the inont of thehead is a omponent of its nulear sope. This yields 1 � β in Fig. 15.
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Summary of relevant subterm onstraints: 2 � α, 1 � β, 4 � 6Figure 15LRS analysis of (14) Everybody laughsThe situation beomes more omplex when several sope taking elements in-terat, as in the ambiguous sentene (13), repeated in (23). 28



Rihter and Kallmeyer LRS and LTAG(23) Three girls are likely to ome.In order to analyze this sentene, we �rst need to explain how LRS handlesthe ombination of a quanti�ational determiner with a ount noun. (24a) and(24b) introdue the relevant parts of the lexial entries for three and girls:(24) a. three:
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Using the �rst lause of the Semantis Priniple, we obtain the strutureshown in Fig. 16. The nominal head of the noun phrase gains aess to the variable
x introdued by the determiner by seleting the determiner as the �rst elementon the subat list and identifying the argument of the prediate girl' with thevariable found under index var ( 4a ). A omparison of the semanti representa-tion of the quanti�ed noun phrase three girls at the NP node with the semantirepresentation of the quanti�er everybody (21) immediately reveals their parallelstruture.Before we an analyze (23) we need to provide the semantis of the predia-tive adjetive likely. Aording to (25), it embeds its own inont value in theargument α of the operator likely'. The inont value is assumed to be raised fromits verbal omplement. Sine the inont of the omplement is not part of theseleted synsem struture of the omplement, this inont raising annot be lexi-ally spei�ed in the lexial entry of likely. Following Sailer (2006) we assume thata general INC Raising Priniple takes are of inont raising and identi�esthe inont values of the appropriate prediates and their omplements. 29



Rihter and Kallmeyer LRS and LTAG
Det





exc 4

inc 4 three(x, γ, δ)

ps 〈 4 , 4a x 〉





three

N




exc 4

inc 3 girl′(x)

ps 〈 3 , 3a girl′〉





girls

comp head

NP




exc 4 three(x, γ, δ)

inc 3

ps 〈 4 , 4a , 3 , 3a 〉





& 3 ⊳ γ

Figure 16LRS analysis of three girls(25) likely:
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& 1 ⊳ α & 1b ⊳ 1The semanti onstraints of the lexial entry of ome are parallel to the lex-ial entry of laugh (3b); the auxiliaries to and are are analyzed as in raisingprediates similar to likely but without ontributing any onstant to the semantirepresentations.Fig. 17 shows the struture of (23) whih follows from the lexial entries andthe LRS priniples above. The �gure repeats only those subterm onstraints whihare essential to see the treatment of sope windows and the way the two readingsof the sentene are derived.The restritions in Fig. 17 (in ombination with the grammar of well-formedexpressions of Ty2 presented in Setion 2.2) leaves two possibilities for the exontvalue 5 :(26) a. 5 = three(x, girl′(x), likely′(ome′(x)))b. 5 = likely′(three(x, girl′(x), ome′(x)))The sope window for the operators in (23) is delineated by the internal on-tent of ome, 1 , and the external ontent of the omplete utterane, 5 . By de�ni-tion, the internal ontent of eah sign s is outsoped by all sope-taking elements30
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Figure 17LRS analysis of Three girls are likely to omeof the signs with whih s ombines. The equality of the inont of the sentenewith the inont of ome is mediated by the fat that to, likely and are are an-alyzed as inont raisers whih identify their own inont with the inont oftheir VP (or AP) argument. Two subterm onstraints interat with the internalontent of ome. The prediative adjetive likely outsopes 1 aording to its lex-ial restritions ( 1 ⊳ α). Clause b of the Semantis Priniple, (22), adds therestrition that 1 be in the nulear sope of the quanti�er three girls ( 1 ⊳ δ). Inessene, these omponent onstraints demand that both the quanti�er and likely'outsope ome'(x), their relative sope is not determined. Adding the fat thatgirl'(x) must be in the restritor of three girls ( 3 ⊳ γ), the two expressions in (26)are the only Ty2 terms satisfying all restritions of the grammar.17For a omplete understanding of underspei�ation in the HPSG-LRS arhi-teture, it is important to onsider the (exhaustive) models in the denotationof the grammar. These models ontain two strutures for the sentene (23), onefor eah reading. The two strutures are syntatially idential, but one has theexont value in (26a) whereas the other has the exont value in (26b). Thismeans that there is no underspei�ation at the level of semanti representations.Underspei�ation is only a matter of the TFL spei�ation of the grammar.1817 Note that the reading in (26b) implies 5 = 2 , whih is not the ase in reading (26a).18 Underspei�ation is also a ruial ingredient of the CLLRS implementation. Computation withCLLRS an thus be viewed as omputation using underspei�ation tehniques. 31



Rihter and Kallmeyer LRS and LTAG4.3 Summary: Features and Sope ConstraintsThe two quanti�er sope analyses in LTAG and LRS illustrate two points. The�rst onerns the omparison of LTAG and LRS. As we have shown, both ap-proahes use a feature arhiteture for a quanti�er sope window to apture thefreedom of quanti�er sope within ertain syntatially de�ned domains. LTAGsemantis and LRS use a level of underspei�ation involving `omponent-of'-onstraints, although the status of the underspei�ation layer of grammar isdi�erent in the two frameworks. In �nite sentenes, there is a lear orrespon-dene between LTAG's attributes maxs and mins and the attributes exontand inont in LRS. The striking similarity between the two analyses shows that,despite the mathematial di�erenes between the frameworks, entral insights anbe modelled in parallel. Interesting di�erenes are expeted to emerge in detailedanalyses of subtle linguisti fats and possibly in the omputational behavior ofimplementations of LTAG semantis and CLLRS.19 An area in whih di�erenesbetween the two arhitetures matter will be disussed in the next setion. As foromputational di�erenes, it is still too early to draw onlusions.The seond point onerns a ontrast between feature logi-based omputa-tional semantis and the tradition of logial form semantis as an extension ofgenerative syntax in the style of Heim and Kratzer (1998). As we have demon-strated, the use of feature logis with feature value identi�ations in ombinationwith underspei�ation tehniques allows us to avoid syntati movement oper-ations suh as quanti�er raising for the representation of sope. In other words,features are not only used to establish prediate-argument relations but they alsoserve to determine sope boundaries. This is possible beause of the mehanismsfor perolating feature values on the derived tree provided in LRS and LTAG and,in addition, beause of LTAG's extended domain of loality.5 Consequenes of Enoding Semanti Formulas in a Feature Logi:The Case of Negative ConordNegative onord an be haraterized as a type of onstrution in whih theourrene of several negation-bearing elements suh as negative quanti�ers (noone, nothing) and negative partiles (not) lead to an interpretation with only onenegation. The analysis of negative onord in Polish in LTAG and LRS desribedin this setion highlights di�erenes in the theories' implementation of underspe-i�ation tehniques. They are of partiular interest to our disussion beause theygo along with the di�erent funtions of the feature logis in the two frameworks.Both LTAG and LRS use omponent-of onstraints, but they are used in di�erentways in the two grammar arhitetures. In LTAG, these onstraints link under-spei�ed Ty2 terms that are augmented with holes and labels of Hole Semantis,while in LRS, they belong to the desriptions of fully spei�ed Ty2 terms. Thepossibility in LRS of referring to the same Ty2 expressions multiple times and atdi�erent points in the onstituent struture of a sentene permits an interesting19 See the remarks in Setion 2.3 on CLLRS. 32



Rihter and Kallmeyer LRS and LTAGtreatment of negative onord whih annot be mirrored diretly in LTAG.5.1 Negative Conord in PolishPolish is a lassial negative onord language. The basi fats of sentential nega-tion and negative onord in Polish are illustrated in (27)�(29):(27) Janek nie pomaga oju.Janek NM helps father`Janek doesn't help his father.'(28) a. Janek nie pomaga nikomu.Janek NM helps nobody`Janek doesn't help anybody.'b. ∗Janek pomaga nikomu.(29) Nikt nie przyszedª.nobody NM ame`Nobody ame.'The verbal pre�x nie is obligatory for expressing sentential negation, and it ano-our with any number of n-words (suh as nikt, `nobody/anybody') withoutever leading to a double negation reading. As a onsequene, (29) expresses onlyone logial sentential negation, although both the negation pre�x nie on the verband the n-word nikt an arry logial negation alone in other ontexts. We willnow present analyses in LTAG and LRS of negative onord in Polish, takingsentene (29) as our example.5.2 Conord Phenomena in LRSLRS takes advantage of the fat that its spei�ations of semanti representationsare desriptions of logial expressions whih an, in priniple, mention the sameparts of the expressions several times. (30) shows the relevant part of the lexialentries of nikt (nobody) and nie przyszedª whih we need in the analysis of (29).Following Kup±¢ (2000) we assume that nie is a verbal pre�x and forms a morpho-logial unit with the verb. The lexial entry of nikt (nobody) in (30a) is similar tothe relevant parts of English everybody in (21). However, as a negative quanti�erit also introdues a negation into the semanti representation. This negation re-eives a speial treatment. Aording to (30a), the negation omponent, 4 , of niktis not a omponent of its external ontent, whih looks like an existential quanti-�er. Instead, the ondition 5 ⊳ β only demands that the existential quanti�er inthe external ontent be in the sope of the negation.
33



Rihter and Kallmeyer LRS and LTAG(30) a. nikt (nobody):
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& 5 ⊳ β & 3 ⊳ γ & x ⊳ γ & x ⊳ δb. nie przyszedª (NM ame):
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& 1 ⊳ α & 2 ⊳ 0In ontrast to the spei�ations for nikt, the verb nie przyszedª realizes thenegation within its external ontent. The lexial entry (30b) does this by statingthat the negation, 2 , must be a subterm of the external ontent, 0 .Without additional priniples these lexial spei�ations are not su�ient toguarantee the only available reading of the sentene (29), i.e., the reading witha single sentential negation. First of all, nothing enfores the obligatory preseneof the negation pre�x with the �nite verb in the presene of nikt. Seond, adouble negation reading may result from not identifying the negation ontributedby nikt and by the verb. To overome these shortomings, Rihter and Sailer(2004) introdue two language-spei� priniples whih determine the behaviorof negative onord in Polish. We restate these two priniples informally in (31a)and (31b).(31) a. The Neg Criterion:For every �nite verb, if there is a negation in the external ontent ofthe verb that has sope over the verb's main value, then the negationmust be an element of the verb's parts list.b. The Negation Complexity Constraint:For eah sign, there may be at most one negation whih is a omponentof the external ontent and has the main value as its omponent. 34



Rihter and Kallmeyer LRS and LTAGAording to the Neg Criterion for Polish a (�nite) verb in the sope ofnegation must ontribute negation itself. The Negation Complexity Con-straint limits to one the number of negations taking sope over a main valuewithin the projetion domain of an external ontent. With these additional re-stritions in plae, we an now derive the meaning of (29) in LRS. Fig. 18 showsthat both nikt and the verb nie przyszedª introdue desriptions of negations ( 4and 2 , respetively). The onstraints on negative onord in Polish onspire tofore the negations ontributed by the two words to be the same in the overalllogial representation 0 of the sentene ( 2 = 4 (= 0 )). Moreover, the negationmust outsope the existential quanti�er introdued by nikt due to the lexial sopeonstraint 5 ⊳ β of nikt. The restrition 1 ⊳ δ omes from the seond lause ofthe Semantis Priniple, (22).
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Figure 18LRS analysis of (29) Nikt nie przyszedª (Nobody ame)5.3 Conord Phenomena in LTAGAn LRS-style analysis of negative onord is not possible in LTAG. Reall thatthe feature logi is not used to enode the Ty2 formulas as is the ase in LRS.In LTAG, the formulas in the semanti representations are onsidered di�erentobjets, i.e., di�erent subformulas of the �nal semanti representations we obtainafter disambiguating the underspei�ed representation. Therefore, eah negationin the interpretation orresponds to exatly one negated term introdued in thesemanti representations from the lexion.Sine the interpretation of (29) ontains only one negation, there an be onlyone negation in the lexial entries involved in the derivation. As there an be sev-eral n-words in a sentene without resulting in multiple negation and the preseneof the negative marker nie is obligatory, nie neessarily introdues the negation.The n-word nikt an then be analyzed as an existential quanti�er that requires1. the presene of a negation and 2. being in the sope of this negation.An LTAG analysis along these lines is skethed in Fig. 19. It resembles inmany respets the NPI analysis proposed in Lihte and Kallmeyer (2006). Let us35



Rihter and Kallmeyer LRS and LTAGexplain its di�erent aspets.Verbs have two more global features, besides maxs and mins that were alreadyintrodued in Setion 4: a feature neg indiating the presene of a negation anda feature n-sope ontaining the sope of this negation. If the verb is negated(as it is the ase in Fig. 19), the global neg should be set to yes, otherwise itshould be set to no. (In the latter ase, the feature n-sope is irrelevant.) Toahieve this, we introdue an additional loal feature neg on the V node. At thebottom, this feature has the value no. If no negative marker adjoins, this willbe identi�ed with the top (variable 3 ) and passed from there to the global neg.The negative marker adjoins to the V node and swithes this loal neg feature to
yes by speifying neg= yes at the top of its root node. This yes gets identi�edwith 3 beause of the adjuntion. In addition, the negation nie identi�es its sope(variable 9 ) with the global n-sope of the verb it attahes to (here 1 = 9 ) andsopes over the proposition of the verb (the mins feature, onstraint 9 ≥ 10 ).The n-word is an existential quanti�er. It requires the global feature neg ofthe verb it attahes to to be yes thereby heking the presene of a negation.Furthermore, its maximal sope boundary (onstraint 7 ≥ 6 ) is not the maxsvalue of the verb but the n-sope value (identi�ation 1 = 7 ). This ensures thatthe existential quanti�er is in the sope of the negation.NPnikt Vnie V∗

SNP VPVprzyszedª
l2 : ome′( 2 )
4 ≥ l2

























global





maxs 4n-sope 1mins l2neg 3



np [global [i 2 ]

]v [t [neg 3 ]b [neg no]]






















np v
l3 : some′(x, 5 , 6 ), l4 : person′(x)
5 ≥ l4, 7 ≥ 6 , 6 ≥ 8

l1 : ¬ 9

9 ≥ 10









global [i x]np [global [n-sope 7mins 8neg yes]] 
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global [n-sope 9mins 10 ]t [neg yes] 









Figure 19LTAG analysis of (29) Nikt nie przyszedªAs a result, building the union of the semanti representations and applying36



Rihter and Kallmeyer LRS and LTAGthe assignment obtained from the feature identi�ation, we obtain the semantirepresentation in (32) for Fig. 19:(32) l2 : ome′(x), l3 : some′(x, 5 , 6 ), l4 : person′(x), l1 : ¬ 1

4 ≥ l2, 5 ≥ l4, 1 ≥ 6 , 6 ≥ l2, 1 ≥ l25.4 Summary: Underspei�ation in LRS and in LTAGThe analysis of negative onord demonstrates that the two frameworks di�ersubstantially in their treatment of underspei�ation: 1. LRS employs partial de-sriptions of fully spei�ed models, whereas LTAG generates underspei�ed repre-sentations in the style of Bos (1995) that require the de�nition of a disambiguation(a �plugging� in the terminology of Bos). 2. LRS onstraints ontain desriptionsof Ty2 terms rather than Ty2 terms. Therefore, unlike in LTAG, two desriptionsan denote the same formula. Beause of this, the analysis of negative onord inLRS desribed above an introdue several negations at the TFL desription levelthat get identi�ed in the models of the onstraint system. This is not possible inLTAG, where the feature logi only mediates between piees of underspei�ed Ty2expressions. As a result, LTAG is more limited than LRS. On the other hand, theway semanti representations are de�ned in LTAG guarantees that they almostorrespond to normal dominane onstraints, whih are known to be polynomiallyparsable (see Althaus et al. 2003).The di�erene in the use of underspei�ation tehniques re�ets the moregeneral di�erene between the two types of mathematial systems: In a generativelinear rewriting system suh as LTAG the elements of the grammar are objets(here: elementary trees paired with sets of Ty2 terms), and opying or erasingis disallowed during derivations. By ontrast, in a purely desription-based for-malism suh as HPSG token identities between di�erent omponents of linguististrutures are natural and frequently employed.6 Feature Logi-Based Semanti Computation and CompositionalityAt �rst sight, feature logi-based omputational semantis systems suh as LTAGand LRS do not seem ompatible with a notion of ompositionality. Clearly, inthese frameworks the derived trees do not determine the meaning of a phrasein suh a way that it is the result of applying the meaning of one daughter tothe meaning of another (in binary branhing strutures). In order to show thatthese systems are still ompositional, we have to identify a di�erent struturethat determines syntax and semantis. In this setion we will sketh some ideasfor LTAG onerning this question.The key to answering the question about the ompositionality of LTAG seman-tis is the fat that LTAG is a mildly ontext-sensitive grammar: The derivationproess (i.e., the proess of syntati ombination) an be desribed by a ontext-free struture, the derivation tree. In this setion we will demonstrate that thisontext-free struture also spei�es the proess of semanti ombination in a waythat orresponds to Hodges' (2001) de�nition of a ompositional semantis. 37



Rihter and Kallmeyer LRS and LTAG6.1 TAG as a Linear Context-free Rewriting SystemTAGs are mildly ontext-sensitive; they belong to the lass of linear ontext-freerewriting systems (LCFRS, Weir (1988)). Consequently, they have an underlyingontext-free bakbone � the derivation trees � that denotes the trees that anbe derived. In this setion we will outline how to de�ne a ontext-free grammardesribing the derivation trees. We an then de�ne syntati and semanti denota-tions for this grammar: The syntati denotations are the derived trees while thesemanti denotations are the resulting semanti representations plus the featurestruture desriptions one obtains from the onjuntion of the di�erent desrip-tions involved and the equations arising from the substitutions and adjuntions.An LCFRS onsists of
• a generalized ontext-free grammar (GCFG) generating terms in a termalgebra that orrespond, in our ase, to the derivation trees,
• the (syntati) denotations of these terms (the derived trees), and
• funtions speifying how to ompute the strings they yield.In the following, we will ignore the strings produed by the terms of theGCFG. Instead, we will fous on de�ning the semanti denotations of the terms.6.1.1 The Generalized Context-free Grammar A Generalized Context-freeGrammar (GCFG) is a ontext-free grammar that generates terms. It onsists of
• disjoint alphabets N and F , the nonterminals and the funtion symbols,
• a start symbol S ∈ N , and
• a �nite set of produtions P of the form A → f(A1, . . . , An) where

n ≥ 0, f ∈ F and A,A1, . . . , An ∈ N .A GCFG derives a set of terms in the following way:
• A ⇒ f() if A → f() is a prodution.
• A

∗
⇒ f(t1, . . . , tn) if there is a prodution A → f(A1, . . . , An) and

Ai
∗
⇒ ti for 1 ≤ i ≤ n.The idea of the GCFG speifying the derivations of a TAG is as follows: TheGCFG produtions speify possible adjuntions and substitutions for eah elemen-tary tree. The elementary trees are the nonterminal symbols of the GCFG. The setof terms one an derive from some elementary γ spei�es all the derivation treeswith root symbol γ. In partiular, the γ-produtions speify the di�erent possibil-ities for the daughters of γ in the derivation tree, i.e., the di�erent ombinationsof adjuntions and substitutions possible for γ. More onretely, the produtionshave the form γ → fγ:p1,...,pn(γ1, . . . , γn) with γ, γ1, . . . , γn being elementary trees38



Rihter and Kallmeyer LRS and LTAGand p1, . . . , pn being node addresses in γ. This prodution indiates that γ1, . . . , γnan be attahed (by substitution or adjuntion) to γ at node addresses p1, . . . , pn.Consider for example the TAG in Fig. 20 with the orresponding GCFGthat haraterizes the derivation trees.20 With this grammar, for (33) we ob-tain the derivation tree and orresponding term tree in (34).21 (The term itselfis fαl:1,2,22(fαj
(), fβ:ǫ(fβ()), fαm()). Interpreted as a braketed tree, this gives theseond tree in (34).)

αj NPJohn αm NPMary αl SNP VPV NPloves β VPsometimes VP∗
NACorresponding GCFG:

αj → fαj
() no subst./adj. to αj

αm → fαm() no subst./adj. to αm

β → fβ() no subst./adj. to β
β → fβ:ǫ(β) adjuntion of β to the root of β
αl → fαl:1,22(αj , αm) substitutions of αj and αm at addr. 1 and 22 resp. in αl

αl → fαl:1,22(αj , αj) ...
αl → fαl:1,22(αm, αj) ...
αl → fαl:1,22(αm, αm) ...
αl → fαl:1,2,22(αj , β, αm) subst./adj. of αj , β and αm at addr. 1, 2 and 22 resp. in αl

αl → fαl:1,2,22(αj , β, αj) ...
αl → fαl:1,2,22(αm, β, αj) ...
αl → fαl:1,2,22(αm, β, αm) ...Figure 20Sample LTAG and orresponding GCFG(33) John sometimes sometimes loves Mary(34) αl1 2 22

αj β αm

ǫ

β

fαl:1,2,22

fαj
fβ:ǫ fαm

fβThe general onstrution of the GCFG G for a given TAG is as follows:
• The nonterminal symbols of G are the elementary trees.
• For eah elementary γ without OA onstraints22 and withoutsubstitution nodes: there is a zero arity funtion fγ and a prodution

γ → fγ().20 Here, we use Gorn addresses for the positions of the nodes: The root has the address ǫ and the jthhild of a node with address p has address p · j.21 We are aware that (33) is not really an English sentene. But for the examples in this setion, wetry to keep our grammar as small as possible and thus provide only one VP modi�er. This is whywe hose this odd example.22 OA stands for �obligatory adjuntion�. TAG allows one to speify for eah node whether adjuntionat that node is obligatory or not. If it is obligatory, the node is said to have an OA onstraint. 39



Rihter and Kallmeyer LRS and LTAG
• For eah γ and positions p1, . . . , pn in γ omprising all OA nodes and allsubstitution nodes and γ1, . . . , γn that an be adjoined/substituted atpositions p1, . . . , pn respetively: There is a n-ary funtion fγ:p1,...pn anda prodution γ → fγ:p1,...pn(γ1, . . . , γn)6.1.2 The syntati denotation The term trees denote derived trees in thesame way as derivation trees determine derived trees:
• For all produtions of the form γ → fγ(): [[fγ()]]syn := γ.
• For all produtions of the form γ → fγ:p1,...pn(γ1, . . . , γn):

[[fγ:p1,...pn(t1, . . . , tn)]]syn := γ[p1, [[t1]]syn] . . . [pn, [[tn]]syn].23For our sample LTAG we obtain:(35) [[fαj
()]]syn = αj [[fαm()]]syn = αm [[fβ()]]syn = β

[[fβ:ǫ(X)]]syn = β[ǫ, [[X]]syn]
[[fαl:1,22(X,Y )]]syn = αl[1, [[X]]syn][22, [[Y ]]syn]
[[fαl:1,2,22(X,Y,Z)]]syn = αl[1, [[X]]syn][2, [[Y ]]syn][22, [[Z]]syn]The syntati denotation of the term tree (34) for (33) is then (36):(36) [[fαl:1,2,22(fαj

(), fβ:ǫ(fβ()), fαm())]]syn = αl[1, αj ][2, β[ǫ, β]][22, αm ]The expression αl[1, αj ][2, β[ǫ, β]][22, αm ] in (36) denotes the derived tree oneobtains by starting with αl (the likes tree), substituting the node at position 1 fora tree t1, adjoining a tree t2 at position 2 and substituting the node at position
22 for a tree t3 where t1, t2, t3 are as follows: t1 is the tree αj of John withoutany further adjuntions or substitutions, t3 is the tree αm of Mary without anyfurther adjuntions or substitutions, and t2 (β[ǫ, β]) an be obtained by takingthe sometimes tree β and adjoining to its root (position ǫ) again the sometimestree β.6.2 Semanti Denotation of the GCFG TermsThe ruial question now is whether the GCFG produtions also speify semantiomposition. In the following we will show that this is the ase.Let σ be a funtion assigning to eah elementary tree a pair onsisting of asemanti representation and a feature struture desription. The funtion σ forour sample grammar is shown in Fig. 21.We assume that eah time a syntati ategory (an elementary tree γ) oursin a term, σ assigns a fresh instane of σ(γ) (i.e., an instane with fresh labels,variables and meta-variables).23 γ[p, γ′] is de�ned as follows: if γ′ is (derived from) an initial tree and the node at position p in γ is asubstitution node, then γ[p, γ′] is the tree one obtains by substituting γ′ into γ at node position p.If γ′ is (derived from) an auxiliary tree and the node at position p in γ is an internal node, then

γ[p, γ′] is the tree one obtains by adjoining γ′ to γ at node position p. Otherwise γ[p, γ′] isunde�ned. (Note that the unde�ned ase annot happen here due to the onstrution of the GCFG.)40



Rihter and Kallmeyer LRS and LTAG
σ(αj) = 〈σαj

, δαj
〉 := 〈 〉john′(x) , 0[ǫ

[b [i x
]

]

]

σ(αm) = 〈σαm , δαm 〉 := 〈 〉mary′(y) , 1[ǫ

[b [i y
]

]

]

σ(αl) = 〈σαl
, δαl

〉 := 〈 〉l1 : love′( 2 , 3 ) , 4
















1 [t [i 2 ]

]22 [t [i 3 ]

]2 [t [p 5 ]b [p l1
]

]

















σ(β) = 〈σβ , δβ〉 := 〈 〉
l2 : sometimes′( 6 )
6 ≥ 7

, 8ǫ

[b [p l2
]

]2 [t [p 7 ]

]





Figure 21Funtion σ for LTAG from Fig. 20Now we have to de�ne the semanti funtions orresponding to the fγ..., i.e.,the semanti denotations of the terms in our term algebra.24 In order to omputethe semantis of a node in the term tree, we need to know a) the unions of thesemanti representations from the subtrees, b) the feature struture desriptionsomputed from the di�erent subtrees, and ) the top fs-variables of the featurestruture desriptions of the daughters. For a feature struture desription δ linkedto the semanti representation of an elementary tree, let top(δ) be the uniquetop variable. (E.g., in Fig. 21, top(δαj
) = 0 , top(δαm) = 1 . . .) We then de�neour semanti denotations as triples 〈σγ , δ′γ , top(δγ)〉 where the three omponentsorrespond to a)�) above.For a pair 〈σ, δ〉 let σ be the result of applying to σ the meta-assignmentsfollowing from δ.Let us �rst illustrate the idea of the semanti denotations looking at someterms from our sample grammar.(37) [[fαj

()]]sem := 〈σαj
, δ′αj

, top(δαj
)〉 with

δ′αj
= δαj

∧

{t(p(top(δαj
))) = b(p(top(δαj

))) | p position in αj}This means that the semanti denotation of the tree αj with no other treesattahing to it onsists of the top variable of the feature struture desription
δαj

(third omponent), the desription δαj
onjoined with top-bottom equationsfor all nodes (seond omponent), and the semanti representation obtained fromapplying the assignment arising from δαj
and the new equations to σαj

. Thedenotations for fαm() and fβ() look similar.24 For simpliity we do not onsider global features (an extension to global features is straightforward).41



Rihter and Kallmeyer LRS and LTAG(38) [[fβ:ǫ(X)]]sem := 〈σβ ∪ σX , δ′, top(δβ)〉 where [[X]]sem = 〈σX , δX , topX〉with
δ′ = δβ ∧ δX

∧t(ǫ(top(δβ))) = t(ǫ(topX)) ∧ b(ǫ(top(δβ))) = b(fX(topX))
∧

{t(p(top(δβ))) = b(p(top(δβ))) | p 6= ǫ, p position in β}

fX gives the foot node position of the tree γ suh that the term X hasthe form fγ...(. . .).For terms denoting adjuntions or substitutions, things are more omplex:The new desription is the onjuntion of the daughter desriptions plus ad-ditional equations orresponding to the adjuntions/substitutions and the �naltop-bottom identi�ations. In (38) these new equations identify the top of theadjuntion site (address ǫ) in β with the top of the root of the adjoined tree,and the bottom of the adjuntion site (address ǫ) in β with the bottom of thefoot node of the adjoined tree. Furthermore, for all positions in β other than theadjuntion site, top and bottom are identi�ed. The new semanti representationis of ourse the union of the representations from the daughter denotations afterappliation of the assignment omputed from the new desription.The general de�nition of the semanti denotation is as follows:
• For all produtions of the form γ → fγ(): Take a fresh instane 〈σγ , δγ〉of σ(γ).

[[fγ()]]sem := 〈σγ , δ′γ , top(δγ)〉 with
δ′γ = δγ

∧

{t(p(top(δγ))) = b(p(top(δγ))) | p position in γ}

• For all produtions of the form γ → fγ:p1,...pn(γ1, . . . , γn): Without loss ofgenerality let p1, . . . , pk (0 ≤ k ≤ n) be the substitution node positionsamong the p1, . . . pn.Take a fresh instane 〈σγ , δγ〉 of σ(γ).
[[fγ:p1,...pn(X1, . . . ,Xn)]]sem := 〈σγ ∪ σX1

∪ · · · ∪ σXn , δ′, top(δγ)〉 with
δ′ = δγ ∧ δX1

∧ . . . δXn
∧n

i=1 t(pi(top(δγ))) = t(ǫ(topXi
))

∧n
i=k+1 b(pi(top(δγ))) = b(fXi

(topXi
))

∧

{t(p(top(δγ))) = b(p(top(δγ))) | p /∈ {p1, . . . , pn},
p position in γ}Let us go bak to the example (33) John sometimes sometimes loves Mary.The term desribing its derivation was fαl:1,2,22(fαj

(), fβ:ǫ(fβ()), fαm()). The om-putation of the semanti denotation of this term is shown in Fig. 22.We have shown that for eah LTAG G, a GCFG an be de�ned that generatesa term algebra desribing the strutural analyses of the strings generated by G inthe sense of having syntati denotations that are the derived trees yielding thesestrings. For this term algebra, there are 42



Rihter and Kallmeyer LRS and LTAG
[[fβ()]]sem = 〈σ1

β, δ1

β

′
, 11 〉 with

σ1

β = l3 : sometimes′( 9 ), 9 ≥ 10

δ1

β

′
= p(b(ǫ( 11 ))) = l3 ∧ p(t(2( 11 ))) = 10

∧t(ǫ( 11 )) = b(ǫ( 11 )) ∧ t(2( 11 )) = b(2( 11 ))

[[fβ:ǫ(fβ())]]sem = 〈σ2

β, δ2

β

′
, 8 〉 with

σ2

β = l2 : sometimes′( 6 ), l3 : sometimes′( 9 ), 6 ≥ 7 , 9 ≥ l2

δ2

β

′
= p(b(ǫ( 8 ))) = l2 ∧ p(t(2( 8 ))) = 7

∧δ1

β

′

∧t(ǫ( 8 )) = t(ǫ( 11 )) ∧ b(ǫ( 8 )) = b(2( 11 ))
∧t(2( 8 )) = b(2( 8 ))

[[fαj
()]]sem = 〈σαj

, δ′αj
, 0 〉 with

σαj
= john′(x)

δ′αj
= i(b(ǫ( 0 ))) = x

∧t(ǫ( 0 )) = b(ǫ( 0 ))

[[fαm ()]]sem = 〈σαm , δ′αm
, 1 〉 with

σαm = mary′(y)

δ′αm
= i(b(ǫ( 1 ))) = y

∧t(ǫ( 1 )) = b(ǫ( 1 ))

[[fαl :1,2,22(fαj
(), fβ:ǫ(fβ()), fαm ())]]sem = 〈σαl

, δαl

′, 4 〉 with
σαl

=
john′(x), mary′(y), l1 : love′(x, y),
l2 : sometimes′( 6 ), l3 : sometimes′( 9 ),
6 ≥ l1, 9 ≥ l2

δ′αl
= i(t(1( 4 ))) = 2 ∧ i(t(22( 4 ))) = 3

∧p(t(2( 4 ))) = 5 ∧ p(b(2( 4 ))) = l1

∧δ′αj
∧ δ2

β

′
∧ δ′αm

∧t(ǫ( 0 )) = t(1( 4 ))
∧t(ǫ( 1 )) = t(22( 4 ))
∧t(2( 4 )) = t(ǫ( 8 )) ∧ b(2( 4 )) = b(2( 8 ))
∧t(ǫ( 4 )) = b(ǫ( 4 )) ∧ t(21( 4 )) = b(21( 4 ))Figure 22Computation of the semanti denotation for (33) John sometimes sometimes loves Mary
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Rihter and Kallmeyer LRS and LTAG(i) a funtion b giving the semanti denotations of atomi expressions f()in the term algebra (b(f()) := [[f()]]sem),(ii) and rules rf speifying for eah funtion (syntati rule) f in the termalgebra how to ompute [[f(γ1, . . . , γn)]]sem from [[γ1]]sem, . . . [[γn]]sem.The relationship between the term algebra generated by the GCFG and thesemanti denotation given by (i) and (ii) diretly orresponds to a property ofmeaningful terms in a term algebra whih Hodges establishes as one of four equiv-alent ways to haraterize a ompositional semantis (Hodges, 2001, p. 12, Theo-rem 4 (b)). Hodges de�nes a grammar as a set of expressions that an be obtainedfrom atomi expressions by ombining them aording to a set of syntati rules.The admissible syntati ombinations are aptured by means of a grammatialterm algebra, where a term t is grammatial if its value is de�ned and t is assigneda strutural analysis. In our ase, the GCFG generates all grammatial terms ofthe LTAG G. (i) and (ii) above determine the semanti denotations for eah term.As a result, eah term is µ-meaningful in the sense of Hodges' Theorem 4, andLTAG semantis ful�lls the requirements of a ompositional semantis.256.3 Summary: LTAG and CompositionalityAs we have shown, sine LTAG belongs to the lass of linear ontext-free rewritingsystems, it is possible to de�ne a term algebra desribing the syntati omposition(the substitutions and adjuntions) suh that the semantis of a term f(t1, . . . , tn)depends only on f and the semantis of the subterms t1, . . . , tn. In this sense,LTAG semantis is ompositional.For LRS, it is less obvious whether ompositionality an be shown. We stillneed to identify the relevant strutures that determine syntax and semantis.A starting point might be to look for some kind of funtor-argument struture,similar to LTAG derivation trees. We leave this issue for further researh.7 ConlusionWe presented and ompared two approahes to omputational semantis, LRSand LTAG semantis. They are formulated in onsiderably di�erent grammarframeworks but agree on the use of feature logis as a entral mehanism in thespei�ation of dependenies between the meaning of syntati onstituents andtheir omponents. This idea sets them apart from most of the urrent seman-ti theories of natural languages, whih use the lambda alulus for speifyingsemanti omposition.Beyond their use of feature logi in semanti omposition, we an identify anumber of additional ommon harateristis of LTAG semantis and LRS: Theyboth 1. use a Ty2 language for semantis; 2. allow underspei�ation (sope on-straints, ≥, in LTAG semantis; omponent-of onstraints, �, in LRS); 3. use25 Hodges (2001) proposes two alternative haraterizations of a ompositional semantis. The one weuse here is the stronger, more restrited version, whih we onsider the more interesting notion ofompositionality for linguistis. 44



Rihter and Kallmeyer LRS and LTAGlogial desriptions for semanti omputation, inluding the identi�ation of thearguments of logial funtors; 4. use the feature logis for speifying the upper andlower sope boundaries of quanti�ational operators; 5. are designed for ompu-tational appliations. Due to these similarities, the analyses of several empirialphenomena and ertain generalizations about the nature of semanti omposi-tion in natural languages an be formulated in almost idential ways in the twotheories. Among these we foussed on the treatment of quanti�er sope, and themehanisms for identifying semanti arguments using attribute values rather thanfuntional appliation with the lambda alulus.7.1 Di�erenes between LRS and LTAGLRS strutures are spei�ed by means of a typed feature logi that supportsthe spei�ation of all aspets of semanti omposition. In fat, beyond seman-ti omposition the feature logi an even take over the task of speifying thesyntax of the semanti representation language, Ty2. This `all-in-one' strategy ispartiularly attrative in ombination with a grammar framework suh as HPSG,beause it makes it possible to investigate the syntax-semantis interfae witha uniform model theory that applies to the syntati strutures of natural lan-guages as well as to the semanti representations that are assoiated with them.From an abstrat point of view, the intuitive funtion of LRS onstraints on themeaning of utteranes is 1. to speify the meaning ontributions of words to theutteranes in whih they our, and 2. to govern the way in whih a partiularmode of syntati ombination restrits the possibilities of putting the meaningontributions of lexial elements together.In ontrast to LRS in HPSG, LTAG is a modularly organized system withmathematially learly separated subsystems. The syntati framework is a tree-generating grammar. The elementary trees of the TAG system are linked to un-derspei�ed semanti representations that are augmented with feature logial ex-pressions. The underspei�ation tehniques that are applied to the semanti rep-resentations ome from Hole Semantis (Bos 1995). A feature logi extension ofthe underspei�ed representations is responsible for the treatment of prediate-argument relationships and the sope of quanti�ational operators. Semanti om-putation adds feature value equations to the lexial spei�ations; these featurevalue equations are triggered by syntati operations in the derivation of trees.The semanti representation whih results from the syntati derivation is an un-derspei�ed representation that awaits further disambiguation. The disambigua-tion proedure then leads to the interpretation(s) of a sentene in terms of sets offully spei�ed logial formulas. The disambiguation step an be viewed as anothermodular extension of the overall arhiteture and is performed aording to thetehniques of Hole Semantis.Both LRS and LTAG semantis use feature logis to express prediate-ar-gument relations and also to treat sope boundaries. However, from a tehnialperspetive they do this in ompletely di�erent ways. LRS as a whole is formulatedin an expressive feature logi. Every element in an HPSG grammar with LRS is45



Rihter and Kallmeyer LRS and LTAGa logial desription.26 Linguists all these logial statements the `grammar prin-iples'. The linguisti expressions that are the subjet of linguisti theorizing arepereived as on�gurations of entities liensed by the totality of logial statementsin the grammar. In partiular, the Ty2 terms that indiate the real world-meaningof linguisti expressions are also among the strutures liensed by the grammar.We an say that they are in the denotation of the set of feature logial state-ments that onstitute the grammar. The feature logi of LTAG semantis, on theother hand, is simply a restrited �rst order logi that serves solely to omputeunderspei�ed semanti representations. In this arhiteture the feature logi hasnothing to do with the semanti representations linguists are interested in whenthey want to know the meaning of an utterane. Therefore the models of thefeature struture desriptions never play a role in the LTAG arhiteture.This di�erene is related to a muh more general di�erene between Head-driven Phrase Struture Grammar and Tree Adjoining Grammar. HPSG takesa model theoreti view on natural languages. It sees the task of linguists in thelogial spei�ation of the well-formed expressions of a natural language witha uniform typed feature logi for all modules of grammar. To make this a fea-sible enterprise, the feature logi must be very �exible and expressive, beausethe kinds of priniples linguists might want to express and the kinds of stru-tures they might want to haraterize annot be antiipated. The starting pointof LTAG is quite di�erent. LTAG belongs to the lass of mildly ontext-sensitivegrammar formalisms, whih is a lass of formal systems with attrative omputa-tional properties for parsing. The entire arhiteture of the semanti frameworkin LTAG is guided by the desire to uphold its mildly ontext-sensitive nature. Asa onsequene, the feature logi extension of the ore formalism is kept as weakas possible.A key aspet of mildly ontext-sensitive grammars is that they are de�ned ina way as to guarantee the existene of an underlying ontext-free struture thatuniquely determines both syntati and semanti omposition. The existene ofsuh a ontext-free struture that links syntax and semantis justi�es the laimthat LTAG semantis is ompositional. In HPSG a orresponding ontext-freestruture might exist for some grammars or even for a partiular lass of HPSGgrammars with LRS, but its existene is not guaranteed by the linguisti frame-work or the TFL formalism itself. It is the responsibility of the grammar writer tomake sure that strutures in the denotation of his grammar meet these or similaronditions.The di�erene in the use of underspei�ation in LTAG semantis and in LRSthat we disussed in this paper goes in the same diretion. LRS employs par-tial desriptions of fully spei�ed models. It follows immediately that two Ty2term desriptions in grammatial onstraints an denote the same formula in themodel of an utterane in the denotation of the grammar. LTAG generates under-spei�ed representations onsisting of (pairwise distint) sub-formulas linked by26 Apart from the signature, whih the linguist has to delare before writing the priniples ofgrammar. See Setion 2.1 for a short explanation. 46



Rihter and Kallmeyer LRS and LTAGsope onstraints. If a type-idential formula is mentioned twie in grammatialdesriptions, the two ourrenes of the formula are neessarily distint tokens.As distint tokens they will stay distint throughout all semanti omputationsduring the derivation of a sentene. As �rst-lass itizens of the grammar arhi-teture, the underspei�ed representations of LTAG semantis also require theexpliit de�nition of a disambiguation proedure.The heavily parsing-oriented aspet of its overall arhiteture makes LTAGultimately less �exible than LRS. Semanti onord annot be the onsequeneof (partially) identifying semanti representations of sub-onstituents in largersyntati units. What we get in return are, one more, desirable omputationalproperties: LTAG's semanti representations and the strutures that the sopeonstraints impose on them guarantee that the onstraints on underspei�ed rep-resentations resulting from semanti omputation are just a slight extension ofnormal dominane onstraints, whih are known to be polynomially parsable. Oneof the goals of researh in LTAG semantis is to show that its extension of nor-mal dominane onstraints still stays within the realm of polynomially parsablesystems.7.2 General Properties of Feature Logi-based Semanti ComputationDespite the arhitetural di�erenes, the two frameworks for omputational se-mantis share several important harateristis. We believe that these ommonfeatures are general properties of frameworks with feature logi-based semantiomputation. These frameworks an be distinguished in two respets from thein�uential frameworks in the immediate tradition of generative syntax suh asHeim and Kratzer 1998:First, they avoid funtional appliation as the main method of semanti om-position, whih also means that they do not obligatorily pair up syntati rulesand semanti translation rules. One immediate onsequene of not using fun-tional appliation and similar operations as the mode of semanti omposition isthat the feature logi-based frameworks do not have to appeal to type shiftingthe semantis of lexial (or even phrasal) elements either, whih is neessary inother theories in order to allow for all neessary funtional appliations in theourse of semanti omposition.27 Similarly, type raising to the worst ase is anartefat of the lambda alulus-based systems whih is needed to be able to treatall elements of a given syntati ategory in the proess of semanti ompositionthe same way, even though the basi semanti types of some lexial lasses withina given syntati ategory ould in priniple be muh simpler. A famous exampleis the type raising of proper names to quanti�ers to obtain a uniform type for allnominal phrases. The feature logi-based systems will always analyze every lexialelement with the simplest available typing that is ompatible with the empirially27 The families of relations alled argument raising and value raising in the Flexible MontagueGrammar of Hendriks (1993) are one possible implementation of the tehnique of type shifting. In alexialized version Flexible Montague Grammar is also ompatible with HPSG (Sailer 2003), whihmakes it possible to ompare LRS and a semantis using type shifting operations within onegrammar framework; see Rihter (2004a) for details. 47



Rihter and Kallmeyer LRS and LTAGobserved semanti behavior of the element.Seond, we saw that feature logi onstraints permit a straightforward and�exible spei�ation of sope boundaries. In partiular, the use of feature logisin ombination with underspei�ation avoids the introdution of otherwise unmo-tivated syntati movement operations suh as a tree-on�gurational mehanismof quanti�er raising (`QR'). Consequently, our syntax is very surfae-oriented;syntati struture is assumed only for those units whih an be argued for onsyntati grounds. Postulating a level of logial form (often alled LF in theliterature) to provide an additional layer of syntati struture for omputingthe semantis whih potentially introdues many empty ategories is super�uous.Computational implementations may thus fous on syntati representations thatare known to be tratable more e�iently instead of having to deal with an in-onvenient strutural overhead with opaque properties, whih, moreover, mighthange dramatially as the semanti theory develops.It is interesting to note that the use of a standard semanti representationlanguage suh as Ty2 in our two frameworks is losely related to the use of fea-ture logis in the ombinatoris. Expressions of Ty2 beome available as onretestrutures due to the existene of independent mehanisms for perolating featurevalues on the derived syntax tree. In LTAG, the extended domain of loality of theelementary trees provides additional support for a diret spei�ation of semantirepresentations in a standard higher-order logi.The large and inreasingly important researh area of syntati and semantiliensing requirements is an empirial domain in whih a mathematially preisetheory of features and feature values provides a �rm basis for expressing elegantgeneralizations. Suh ontextual fators keep gaining ground in omputationallinguistis, where they appear in the form of olloation onditions, and theyare also of interest in omputational pragmatis. A typial syntati exampleof a ontextual liensing ondition is the LTAG analysis of negative onord ofSetion 5.3; a related LTAG analysis of NPI (negative polarity item) liensing wasproposed by Lihte and Kallmeyer (2006). Similarly, Rihter and Soehn (2006)propose a theory of NPI liensing in HPSG that ombines an LRS semantis withelements of a theory of idiomati expressions. This theory of idioms was originallypresented by Soehn (2006), who built on previous HPSG work on idioms thathad produed a general arhiteture of a grammar module for the desription ofvarious kinds of olloations. Feature logi-based theories of ontext onditionsin semanti representations of the type that we see in the semanti ompositionmehanisms of LRS and LTAG semantis may thus be viewed as a natural variantand new branh of feature logi-based theories of ontextual liensing. In theourse of these developments, semanti omposition may �nally beome muhmore similar to other linguisti mehanisms than was assumed when it was setapart from other modules of grammar by exeptional omposition mehanisms.LTAG semantis as well as LRS have emphasized omputational onsidera-tions of grammar design from the start. HPSG has always �gured prominentlyin grammar implementation e�orts; LRS has been implemented as the CLLRSmodule of the TRALE grammar development system (Penn and Rihter 2004,48



Rihter and Kallmeyer LRS and LTAG2005). However, unlike in our disussion of LTAG semantis, in whih we havepaid attention to many omputational aspets, we largely ignored omputationalissues in LRS. The reason was that appreiating the relationship between CLLRSand LRS presupposes a muh more detailed study of the model theory of LRSthan is appropriate in the present ontext. The starting point of an e�ient LRSimplementation is the investigation of the intended models of an LRS grammar,and a thorough understanding of the interation of the LRS onstraints with syn-tati onstraints. On the basis of the models of the logial theory of LRS, CLLRSprovides a separate onstraint language spei�ally designed to reason over the in-tended lass of models. Giving up the generality of a feature logi suh as RSRL,CLLRS o�ers new onstraint primitives suh as omponent-of onstraints andontribution onstraints to support preisely those kinds of statements that areprominent in LRS priniples. Sine CLLRS an be de�ned as an extension of astandard feature logi, with whih it may share meta-variables, the tight inte-gration of syntax and semantis remains possible. The omputational e�ienyof the resulting system depends on the onstraint handling system of CLLRSand its resolution proedures for underspei�ed desriptions of expressions of thehigher-order logi. In urrent researh, optimizing the omputational behavior ofCLLRS in response to pratial experienes with implemented CLLRS grammarsis an important issue.28There exist several LTAG parsers and a large overage grammar for English(XTAG Researh Group 2001). However, this grammar does not inlude a seman-tis yet. More reently the Metagrammar (MG) tool developed in Nany (Crabbéand Duhier 2004) was augmented by funtions for the ompat spei�ation of asemanti module in a TAG. Gardent and Parmentier (2005) presented a parser forproessing syntax and semantis whih builds on the grammar format supportedby the MG tool.7.3 Open QuestionsAn obvious open question is whether HPSG with LRS is a ompositional seman-tis. In Setion 6 we skethed a non-trivial notion of ompositionality for LTAGsemantis whih ruially relied on an underlying ontext-free struture linkingthe derived trees of the TAG omponent to underspei�ed semanti representa-tions. For LRS, we still need to identify the relevant strutures that determinea ompositional relationship between the syntati strutures and the semantis.However, the fat that suh strutures exist in a losely related framework suhas LTAG semantis indiates that �nding them might not be as di�ult as a �rstlook at the LRS arhiteture might suggest.Another interesting topi for further researh is the problem of a more exatspei�ation of the relationship between the feature logi attributes for semantirepresentations in LTAG and LRS. In the present paper, we foused on how the useof semanti feature values in the two systems leads to systems with very similaroverall funtions. Pursuing the tehnial details of the two systems further, it28 For some more remarks on the relationship between LRS and CLLRS, see Setion 2.3 above. 49



Rihter and Kallmeyer LRS and LTAGmight even be possible to identify translation proedures from one framework tothe other. The possibility of translating semanti analyses between two grammarsimplemented in di�erent frameworks ould be a very interesting appliation foromputational grammar development.As we emphasized throughout this paper, the limited generative apaity ofthe LTAG formalism is desirable beause it guarantees a satisfatory omputa-tional behavior of LTAG grammars in the general ase. It is not very surprisingthat this onveniene omes at a prie. The heavy restritions on the expressivityof the framework oasionally ause problems: Some natural language phenom-ena annot be desribed within traditional TAG. Most TAG extensions that havebeen proposed to remedy these problems involve the fatoring of elementary treesinto multiomponent sets (Weir, 1988; Rambow, 1994; Kallmeyer, 2005). Thismeans that the lexial entries are no longer just single trees; they beome setsof trees. If one of these lexial tree sets is used in a derivation step, then all ofits elements must be added in this derivation step by substitution or adjuntion.If the TAG framework is to reah a better empirial overage in syntax and insemantis, extending the present syntax-semantis interfae to these new TAGvariants is an important issue for future researh. For example, reent extensionsof LTAG to multiomponent sets lead to greater suess in the desription of wordorder variability, and this extension in syntati overage leads to new questionsat the syntax-semantis interfae. One of them is the problem of apturing rela-tions between word order and meaning in languages suh as German that requirea multiomponent extension of LTAG. First ideas on these topis are presented inKallmeyer and Romero (2006). The onnetion of LTAG semantis to LRS mightalso be useful here, sine the treatment of free word order languages has reeivedmuh attention in HPSG.We hope that our omparison of LRS and LTAG semantis will ontributeto an inreasing and fruitful interation between the researh ommunities fromwhih the two theories originate. The omparison highlighted some importantsuessful features that the two theories have in ommon. Due to the signi�antarhitetural di�erenes between the two systems, omparing them also improvedour understanding of those properties whih distinguish both of them as featurelogi-based approahes to semanti omposition from the urrent alternative the-ories of the syntax-semantis interfae. At the same time, the di�erenes betweenLRS and LTAG semantis, in partiular the di�erenes in the motivation behindtheir major design deisions, are substantial enough to make one of the systemsoasionally more suessful in some tasks than the other. It is again the ommonore of the two systems that an be useful in transfering suessful solutions inone system to the other for their mutual bene�t.AknowledgmentsFor many long and fruitful disussions of many aspets of LTAG semantis andLRS, we would like to thank Timm Lihte, Wolfgang Maier, Maribel Romero,Manfred Sailer and Jan-Philipp Söhn. Furthermore, we are grateful to the parti-50



REFERENCES REFERENCESipants of the workshop on Typed Feature Struture Grammars in Aalborg, Den-mark, to the audiene of our tutorial Constraint-based Computational Semantis:LTAG and LRS at the `13th International Conferene on Head-Driven PhraseStruture Grammar 2006' in Varna, Bulgaria, and, in partiular, to Anders Sø-gaard and Petter Haugereid and two reviewers for very helpful omments. A muhshorter presentation of some aspets of the researh reported in this paper ap-peared in Kallmeyer and Rihter 2006. Without Janina Radó's help this paperwould be muh harder to read.ReferenesAlthaus, Ernst, Duhier, Denys, Koller, Alexander, Mehlhorn, Kurt, Niehren,Joahim, and Thiel, Sven 2003. An e�ient graph algorithm for dominaneonstraints. Journal of Algorithms, 48.1:194�219.Bos, Johan 1995. Prediate logi unplugged. In Paul Dekker and Martin Stokhof(eds), Proeedings of the 10th Amsterdam Colloquium, 133�142.Copestake, Ann, Flikinger, Dan, Pollard, Carl, and Sag, Ivan A. 2005. MinimalReursion Semantis: An introdution. Researh on Language and Computa-tion, 3:281�332.Crabbé, Benoit and Duhier, Denys 2004. Metagrammar Redux. In InternationalWorkshop on Constraint Solving and Language Proessing , 32�47, Copenhagen.Frank, Robert 2002. Phrase Struture Composition and Syntati Dependenies.Cambridge, Mass: MIT Press.Fuhss, Ruth, Koller, Alexander, Niehren, Joahim, and Thater, Stefan 2004. Min-imal Reursion Semantis as Dominane Constraints: Translation, Evaluation,and Analysis. In Proeedings of the 42nd Annual Meeting of the Assoiationfor Computational Linguistis (ACL'04), 247�254, Barelona, Spain.Gallin, Daniel 1975. Intensional and Higher-Order Modal Logi. North-Holland,Amsterdam.Gardent, Claire and Parmentier, Yannik 2005. Large sale semanti onstrutionfor Tree Adjoining Grammars. In Logial Aspets of Computational Linguistis,LACL'2005 , 131�146, Bordeaux.Heim, Irene and Kratzer, Angelika 1998. Semantis in Generative Grammar .Blakwell.Hendriks, Herman 1993. Studied Flexibility , (= ILLC Dissertation Series 1995-5 ).Institute for Logi, Language and Computation, Amsterdam.Hodges, Wilfrid 2001. Formal Features of Compositionality. Journal of Logi,Language, and Information, 10:7�28.Johnson, Mark 1988. Attribute-value logi and the theory of grammar , (= CSLILeture Notes Series). Chiago: University of Chiago Press. 51



REFERENCES REFERENCESJohnson, Mark 1990. Expressing disjuntive and negative feature onstraintswith lassial �rst-order logi. In Proeedings of the 28th Annual Meeting of theAssoiation for Computational Linguistis, 173�179.Joshi, Aravind K. 1985. Tree adjoining grammars: How muh ontextsensitivityis required to provide reasonable strutural desriptions? In D. Dowty, L. Kart-tunen, and A. Zwiky (eds), Narural Language Parsing , 206�250. CambridgeUniversity Press.Joshi, Aravind K. and Shabes, Yves 1997. Tree-Adjoning Grammars. InG. Rozenberg and A. Salomaa (eds), Handbook of Formal Languages, 69�123.Berlin: Springer.Kallmeyer, Laura 2005. Tree-loal multiomponent tree adjoining grammars withshared nodes. Computational Linguistis, 31.2:187�225.Kallmeyer, Laura and Joshi, Aravind K. 2003. Fatoring Prediate Argument andSope Semantis: Underspei�ed Semantis with LTAG. Researh on Languageand Computation, 1.1�2:3�58.Kallmeyer, Laura and Rihter, Frank 2006. Constraint-based omputational se-mantis: A omparison between LTAG and LRS. In Proeedings of the 8thInternational Workshop on Tree Adjoining Grammar and Related Formalisms(TAG+8), 109�114, Sydney, Australia: The Assoiation for Computational Lin-guistis.Kallmeyer, Laura and Romero, Maribel 2006. Quanti�er Sope in German: AnMCTAG Analysis. In Proeedings of the 8th International Workshop on TreeAdjoining Grammar and Related Formalisms (TAG+8), 73�80, Sydney, Aus-tralia: The Assoiation for Computational Linguistis.Kallmeyer, Laura and Romero, Maribel 2007. Sope and Situation Binding inLTAG using Semanti Uni�ation. Note: To appear in Researh on Languageand Computation.Kamp, Hans and Reyle, Uwe 1993. From Disourse to Logi, (= Studies in Lin-guistis and Philosophy). Dordreht, Boston, London: Kluwer.Kasper, Robert 1997. Semantis of reursive modi�ation. Note: UnpublishedManusript. The Ohio State University.Koller, Alexander, Niehren, Joahim, and Thater, Stefan 2003. Bridging thegap between underspei�ation formalisms: Hole semantis as dominane on-straints. In Meeting of the European Chapter of the Assoiation of Computa-tional Linguistis, 195�202.Koller, Alexander, Niehren, Joahim, and Treinen, Ralf 2001. Dominane Con-straints: Algorithms and Complexity. In M. Moortgat (ed), Proeedings ofthe Third International Conferene on Logial Aspets of Computational Lin-guistis (LACL'98), Grenoble, Frane, (= Leture Notes in Computer Siene,2014/2001), 106�125, Berlin / Heidelberg: Springer. 52



REFERENCES REFERENCESKup±¢, Anna 2000. An HPSG Grammar of Polish Clitis. Ph.d. thesis, Warszawa,Poland: Institute of Computer Siene, Polish Aademy of Sienes and Uni-versité Paris 7.Lihte, Timm and Kallmeyer, Laura 2006. Liensing German Negative PolarityItems in LTAG. In Proeedings of the 8th International Workshop on TreeAdjoining Grammar and Related Formalisms, 81�90, Sydney, Australia: TheAssoiation for Computational Linguistis.Moore, Robert C. 1989. Uni�ation-based semanti interpretation. In Proeedingsof the 27th Annual Meeting of the Assoiation for Computational Linguistis,33�41.Nederhof, Mark-Jan 1997. Solving the orret-pre�x property for TAGs. InT. Beker and H.-U. Krieger (eds), Proeedings of the Fifth Meeting on Mathe-matis of Language, 124�130, Shloss Dagstuhl, Saarbrüken.Nerbonne, John 1992. Constraint-based semantis. In Paul Dekker and Mar-tin Stokhof (eds), Proeedings of the Eighth Amsterdam Colloquium, 425�444.Institute for Logi, Language and Information.Penn, Gerald and Rihter, Frank 2004. Lexial Resoure Semantis: From theoryto implementation. In Stefan Müller (ed), Proeedings of the 11th Interna-tional Conferene on Head-Driven Phrase Struture Grammar , 423�443. CSLIPubliations.Penn, Gerald and Rihter, Frank 2005. The other syntax: Approahing naturallanguage semantis through logial form omposition. In Henning Christiansen,Peter Rossen Skadhauge, and Jørgen Villadsen (eds), Constraint Solving andLanguage Proessing. First International Workshop, CSLP 2004, Roskilde, Den-mark, September 1-3, 2004, Revised Seleted and Invited Papers, (= LetureNotes in Computer Siene, 3438), 48�73. Springer.Pollard, Carl and Sag, Ivan A. 1994. Head-Driven Phrase Struture Grammar ,(= Studies in Contemporary Linguistis). Chiago, London: The University ofChiago Press.Rambow, Owen 1994. Formal and Computational Aspets of Natural LanguageSyntax . PhD thesis, University of Pennsylvania.Rihter, Frank 2004a. Foundations of Lexial Resoure Semantis. HabilitationThesis. Eberhard Karls Universität Tübingen.Rihter, Frank 2004b. A Mathematial Formalism for Linguisti Theories withan Appliation in Head-Driven Phrase Struture Grammar . Phil. dissertation(2000), Eberhard Karls Universität Tübingen.Rihter, Frank and Sailer, Manfred 2001. On the left periphery of German �-nite sentenes. In W. Detmar Meurers and Tibor Kiss (eds), Constraint-BasedApproahes to Germani Syntax , 257�300. Stanford: CSLI Publiations. 53



REFERENCES REFERENCESRihter, Frank and Sailer, Manfred 2004. Basi onepts of Lexial ResoureSemantis. In Arnold Bekmann and Norbert Preining (eds), ESSLLI 2003� Course Material I , (= Collegium Logium, 5), 87�143. Kurt Gödel SoietyWien.Rihter, Frank and Soehn, Jan-Philipp 2006. `Brauht niemanden zu sheren':A survey of NPI liensing in German. In Stefan Müller (ed), Proeedings ofthe 13th International Conferene on Head-Driven Phrase Struture Grammar ,421�440. CSLI Publiations.Sailer, Manfred 2003. Combinatorial semantis and idiomati expressions in Head-Driven Phrase Struture Grammar. Phil. Dissertation (2000). Arbeitspapieredes SFB 340. 161, Eberhard Karls Universität Tübingen.Sailer, Manfred 2004. Propositional relative lauses in German. In Stefan Müller(ed), Proeedings of the 11th International Conferene on Head-Driven PhraseStruture Grammar , 223�243. CSLI Publiations.Sailer, Manfred 2006. �Don't Believe� in Underspei�ed Semantis. Neg Raising inLexial Resoure Semantis. In Olivier Bonami and Patriia Cabredo Hofherr(eds), Empirial Issues in Formal Syntax and Semantis, 375�403. Presses del'Université de Paris-Sorbonne.Savith, Walter J., Bah, Emmon, Marxh, William, and Safran-Naveh, Gila (eds)1987. The Formal Complexity of Natural Language, (= Studies in Linguistisand Philosophy). Dordreht, Holland: Reidel.Shabes, Yves and Joshi, Aravind K. 1988. An Earley-type parsing algorithm forTree Adjoining Grammars. In Proeedings of the 26th Annual Meeting of theAssoiation for Computational Linguistis, 258�269.Shieber, Stuart M. 1985. Evidene against the ontext-freeness of natural lan-guage. Linguistis and Philosophy , 8:333�343. Note: Reprinted in Savith et al.(1987).Soehn, Jan-Philipp 2006. Über Bärendienste und erstaunte Bauklötze - Idiomeohne freie Lesart in der HPSG . Peter Lang (Frankfurt/M). Note: Phil. disser-tation. Friedrih-Shiller-Universität Jena.Vijay-Shanker, K. 1987. A Study of Tree Adjoining Grammars. PhD thesis,University of Pennsylvania.Vijay-Shanker, K. and Joshi, Aravind K. 1985. Some omputational properties ofTree Adjoining Grammars. In Proeedings of the 23rd Annual Meeting of theAssoiation for Computational Linguistis, 82�93.Vijay-Shanker, K. and Joshi, Aravind K. 1988. Feature strutures based treeadjoining grammar. In Proeedings of COLING , 714�719, Budapest.Vijay-Shanker, K. and Weir, David J. 1993. Parsing some onstrained grammarformalisms. Computational Linguistis, 19.4:591�636. 54



REFERENCES REFERENCESWeir, David J. 1988. Charaterizing mildly ontext-sensitive grammar formalisms.PhD thesis, University of Pennsylvania.XTAG Researh Group 2001. A Lexialized Tree AdjoiningGrammar for English. Tehnial report, Institute for Re-searh in Cognitive Siene, Philadelphia. Note: Available fromftp://ftp.is.upenn.edu/pub/xtag/release-2.24.2001/teh-report.pdf.

55


