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1 Introdu
tionIn this paper we present a new framework of 
ombinatorial semanti
s forHPSG, Lexi
al Resour
e Semanti
s (LRS). LRS 
ombines te
hniques and ad-vantages of so-
alled �underspe
i�ed� semanti
 systems su
h as UDRT [12℄,MRS [5, 6, 7℄, UMRS [10, 11℄ or FUDRT [9℄ with the 
on
eptual 
larity ofnon-underspe
i�ed semanti
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i�
 te
hniques of linguisti
des
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 semanti
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essible to a broaderaudien
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ope-bearing element whi
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Ri
hter and SailerWe will fo
us on the semanti
s of the Polish negative marker nie (glossedas NM) whi
h pre
edes the tensed verb in negated 
lauses, and of so-
alledn-words su
h as nikt (nobody) and »aden N (no N ).(1) JanJan nieNM pomagahelps oj
u.father`Jan doesn't help his father.'As we will see, nie and n-words are both inherently negative. This leads toa seemingly 
ontradi
tory situation in senten
es su
h as (2), whi
h only havea negative 
on
ord [NC℄ reading, but no double negation [DN℄ reading.(2) JanJan nieNM pomagahelps nikomu.nobody`Jan doesn't help anybody.' [NC℄not: `Jan doesn't help nobody.' [DN℄In LRS the apparent paradox 
an be resolved elegantly by assuming tokenidentity of the two negations in the semanti
 representation language.2 Polish NegationPolish n-words o

ur, without any additional marking of negativity, in a num-ber of negative 
ontexts, su
h as short answers (3), 
oordinations (4), andsome 
omparatives (5).(3) Kogo widziaªe±?Who have you seen? Nikogo.Nobody.gen/a

.(4) Ch
�I want po±lubi¢to marry alboeither Piotra,Piotr alboor nikogo.nobody(5) Ko
hamI love j¡her.a

 jakas [»adn¡[no inn¡℄.other℄.a

`I love her more than (I love) any other (girl).'In all of these examples, the n-word is the only possible element that
ontributes negation to the meaning. We 
on
lude that there is eviden
e foran inherent negativity in the meaning of Polish n-words.The 
ontexts of the n-words in (3)�(5) are non-
lausal. If an n-word o

ursin a 
lause, the verb must be pre
eded by the preverbal negative marker nie forthe senten
e to be grammati
al. As already noted above (2), su
h senten
esonly have a negative 
on
ord reading but no double negation reading.(6) JanekJanek *(nie)NM pomagahelps nikomu.nobody`Janek doesn't help anybody.' [NC℄not: `Janek doesn't help nobody.' [DN℄2



Ri
hter and SailerThe NC phenomenon in Polish is not restri
ted to 
ontexts with preverbalnie and a single n-word; there may be several n-words within a 
lause. Still,the presen
e of nie remains obligatory and a single negation reading is theonly possible interpretation.(7) NiktNobody *(nie)NM pomagahelps nikomu.nobody`Nobody helps anybody.'Although n-words seem not to 
ontribute negation independently to themeaning of negated 
lauses, they 
annot be regarded as Negative PolarityItems su
h as English any [14, 17℄, be
ause they are not feli
itous in typi
alNPI li
ensing environments other than under overt negation. This is shownwith an interrogative 
ontext in (8).(8) * Widziaªe±you-saw nikogo?nobody(putative meaning: `Did you see anybody?')From these data we 
on
lude that Polish n-words are inherently negative.However, to a

ount for their 
on
ord behavior, additional li
ensing prin
i-ples of Polish must be used to blo
k the semanti
 negativity from appearingindependently in 
lauses.In the next se
tion, we present the semanti
 framework of LRS, whi
h willallow us to develop an analysis of the 
on
ord behavior of Polish n-words thatrespe
ts their inherently negative meaning. We will redu
e negative 
on
ordto simple token identity of the negations 
ontributed by negative elements ina single 
lause (nie and n-words).3 Lexi
al Resour
e Semanti
sThe 
ru
ial innovation of LRS is a spe
ial te
hnique for 
ombinatorial seman-ti
s, tailored to the formal language and model theory of HPSG, whi
h isapplied to terms of some independently 
hosen semanti
 representation lan-guage. For purposes of exposition, we adopt the familiar language of �rst or-der logi
 as semanti
 representation language. To integrate it with an HPSGgrammar, we adopt the proposal in [25℄ and extend the HPSG signature withan appropriate sort hierar
hy under a new sort term, where entities of sortterm 
orrespond to terms of our semanti
 representation language, and we addappropriate prin
iples to the grammar that restri
t the 
on�gurations of enti-ties under term entities in the desired way. Given these extensions, there areentities in the models of our grammar whi
h 
orrespond to the term in (9a).They have 
omponents of sort term whi
h 
orrespond to the terms in (9b).(9) a. 9x[human0(x) ^ 
ome0(x)℄b. 9x[human0(x)^
ome0(x)℄, x, [human0(x)^
ome0(x)℄, human0(x), human0,
ome0(x), 
ome0 3



Ri
hter and SailerFurthermore, we introdu
e a sort lrs and assume that the 
ontent valueof a sign is an entity of sort lrs. Three attributes are appropriate for the sortlrs:(10) The feature de
larations of the sort lrs:lrs top termmain termparts list(term)In words, the 
ontent main value is the semanti
 term that is asso
iatedwith the word's basi
 meaning. In an utteran
e, the top value is the termthat 
orresponds to the logi
al form of the overall utteran
e. The parts listof a sign 
ontains exa
tly those subterms of the logi
al form of utteran
es thatbelong to the semanti
 
ontribution of the sign.For illustration, 
onsider the following simple Polish senten
e, whose logi
alform is the term given in (9a).(11) Kto±someone przy±edª.
ame(12) shows the relevant parts of the lexi
al entry of kto± (someone). Its
ontent value is an lrs whose main value expresses the restri
tion to hu-mans. The top value of the NP is an existential quanti�er. The relation/, �
omponent of �, indi
ates that the term 1 is a 
omponent (a subterm) ofthe term �. This additional 
ondition guarantees that the term human0(x)appears in the restri
tion of the quanti�er. The parts list 
ontains exa
tlythose terms that are 
ontributed by the word kto±.(12) Parts of the lexi
al entry of kto± (someone):266666666664
wordphon hkto±isyns lo
 2666664
at head noun
ont 26664lrstop 2 9x[� ^ �℄main 1 human0(x)parts 
x, 1 , 1a human0, 2 , 2a � ^ ��37775

3777775
377777777775& 1 / �Analogously, the lexi
al entry for the verb przyszedª :(13) Parts of the lexi
al entry of przyszedª (
ame):266666666664

wordphon hprzyszedªisyns lo
 2666664
at head verb
ont 26664lrstop termmain 3 
ome0(x)parts 
x, 3 , 3a 
ome0�377753777775
377777777775Every lrs obeys theMain Prin
iple (MP) and the Top Prin
iple (TP).The MP states that the term in the main value of every lrs is a subterm of4



Ri
hter and Sailerthe top value and a member of the parts list. The 
ru
ial part of the TPfor the analysis we present below is that in an utteran
e, the top value of theutteran
e 
onsists of exa
tly those terms that o

ur in its parts list. Te
h-ni
ally, utteran
es are phrases with illo
utionary for
e and are not embeddedwithin any other phrase.In order to derive the logi
al form of senten
e (11) we need a prin
iple thatdetermines the 
ontent value of a phrase on the basis of the 
ontent val-ues of its daughters. We 
all this prin
iple the Semanti
s Prin
iple (SP).A

ording to the SP the top value of a phrase and of its head daughter areidenti
al, and the main value is also shared along the head proje
tion. Theparts list of a phrase is the 
on
atenation of the parts lists of its daughters.In addition, depending on the elements that are 
ombined, the SP introdu
essubterm requirements. In our example, a quanti�ed NP and a verb are 
om-bined. In this situation, the SP states that the main value of the head daugh-ter must be in the nu
lear s
ope of the quanti�ed NP. In (14) we show theanalysis of senten
e (11).(14) The analysis of senten
e (11):
Kto± przyszedª
omp head24top 2main 3parts 
x, 1 , 1a , 2 , 2a , 3 , 3a �35& 3 / �

Due to the SP, the main value of the phrase is identi
al to that of the verband the overall parts list 
ontains exa
tly the elements of the parts listsof the words kto± and przyszedª, as introdu
ed in the lexi
al entries in (12)and (13). In addition, the SP introdu
es the 
ondition that the main valueof the head daughter (the term 
ome0(x), referred to with the tag 3 ) be asubterm of the nu
lear s
ope of the quanti�er in subje
t position (i.e., theterm referred to as �).There is only one term in the parts list of the senten
e that 
onsists ofall other terms in the list and respe
ts the subterm requirements introdu
edby the lexi
al entries and the SP: the top value of the subje
t NP, 2 . Thus,it follows by the TP that 2 is the top value of the senten
e.In sum, in LRS 
ombinatorial semanti
s results by 
on
atenation of thesemanti
 
ontributions of the words that make up a senten
e. The task ofthe SP is to impose 
ertain subterm/s
ope relations among their semanti

ontributions. For 
ases of s
ope ambiguity, however, the SP does not imposesubterm requirements. As a 
onsequen
e, s
ope ambiguities are handled with-out parti
ular me
hanisms su
h as a Cooper storage as in [18℄. Still, the topvalue of a senten
e is always a term of the underlying semanti
 representationlanguage and, as su
h, expresses a fully s
oped reading of the senten
e.5



Ri
hter and Sailer4 The AnalysisIn this se
tion, we sket
h the LRS analysis of the simple negative senten
ein (15):(15) Niktnobody nieNM przyszedª.
ame.`Nobody 
ame.'Following [15, 16℄ we assume that preverbal nie is a verbal pre�x, and anie-V 
omplex is analyzed as a word. Without going into details of how su
h a
omplex is formed, we des
ribe the word nie przyszedª in (16). In addition tothe terms on the parts list of the non-negated verb in (13), the NM-pre�xedverb also 
ontains a negation (the term :Æ) and the requirement that its mainvalue 3 be a subterm of Æ, i.e., that it be in the s
ope of the negation.(16) Des
ription of the word nie przyszedª :266666664wordphon hnie przyszedªisyns lo
 
ont 26664lrstop termmain 3 
ome0(x)parts hx; 3 ; 3a 
ome0; 5:Æ; i37775
377777775& 3 / ÆIn (17) we give the (relevant parts of) the lexi
al entry of the n-word nikt(nobody). It is very similar to that of kto± in (12), 4 but it 
ontains a negationin its parts list (the term :
, referred to with 4 ). In the lexi
al entry ofthe n-word we spe
ify that the main value be part of the restri
tion of theexistential quanti�er and that the top value of the n-word be in the s
ope ofthe negation whi
h it introdu
es.(17) Parts of the lexi
al entry of nikt (nobody):266666664wordphon hniktisyns lo
 
ont 26664lrstop 2 9x[� ^ �℄main 1 human0(x)parts hx; 1 ; 1a human0; 2 ; 2a [� ^ �℄; 4:
i37775

377777775& 1 / � & 2 / 
In (18) we give the analysis of the simple negated senten
e in (15). Justlike in the tree des
ribed in (14), the SP imposes the 
ondition that the mainvalue of the head ( 3 ) be in the nu
lear s
ope of the quanti�er 
ontributed bythe subje
t.
4 Some analyses of Polish negation assume that n-words are inde�nites rather than quanti-�ers [1, 24℄. As this issue is orthogonal to the question of their inherent negativity, we willignore it here. 6



Ri
hter and Sailer(18) Analysis of a simple NC senten
e:
Nikt nie przyszedª
omp headS24top 6main 3parts 
x, 1 , 1a , 2 , 2a , 3 , 3a , 4 , 5 �35& 3 / �

Our prin
iples li
ense three possible values for the top attribute of thesenten
e, these are listed in (19). The �rst two readings di�er in whether thenegation 
ontributed by the subje
t has s
ope over that 
ontributed by thenegated verb (19a) or the other way around (19b). Finally, (19
) expressesthe situation where the two negations are identi
al, i.e., where the terms 4and 5 are identi
al. In fa
t, this is the only possible reading of (15).(19) a. 4 / 5 and 5 = 6 : ::9x[human0(x) ^ 
ome0(x)℄b. 5 / 4 and 4 = 6 : :9x:[human0(x) ^ 
ome0(x)℄
. 4 = 5 = 6 : :9x[human0(x) ^ 
ome0(x)℄To ex
lude the (19a) and the (19b) readings, we impose the followinglanguage-spe
i�
 
onstraint for Polish:(20) The Negation Complexity Constraint (NCC)For ea
h sign, there may be at most one negation that is a 
omponent ofthe top value and has the main value as its 
omponent.(19a) and (19b) violate the NCC be
ause there are two negations in thetop value ( 6 ), both having s
ope over the main value of the senten
e.The NCC is language-spe
i�
. Sin
e Polish is an obligatory NC language,there may be at most one sentential negation. For Fren
h, an optional NClanguage, [8℄ argues that there might be maximally two negations. The NCCa
hieves the same e�e
t as the negation absorption operation of [13℄, but,whereas negation absorption 
omes as a 
ompletely new and stipulated me
h-anism, the NCC enfor
es stru
tural identities, just as most HPSG prin
iplesdo (su
h as the identity of head values in the Head Feature Prin
iple).The NCC immediately a

ounts for further data. It predi
ts that in non-
lausal 
ontexts su
h as those illustrated in (3)�(5), we get at most one nega-tion, even if there are several n-words:(21) Po±lubi�I will marry alboeither t�[this dziew
zyn�girl℄.a

 zfrom Poznania,Poznan alboor »adnej[nodziew
zynygirl℄.gen zfrom »adnegono miasta.
ity.`I will either marry this girl from Poznan or no girl from any 
ity.'Instan
es of �double negation� are only permitted if the negations are notpart of the same head proje
tion. In (22) the higher verb mo»e is in the s
opeof a single negation and so is the lower verb zna¢ within its own proje
tion.7



Ri
hter and Sailer(22) TomekTomek nieNM mo»emay nieNM zna¢know Marii.Maria`It is not the 
ase that it is possible that Tomek does not know Maria.'The NCC enfor
es the NC reading of Polish n-words. A se
ond language-spe
i�
 prin
iple must guarantee the presen
e of nie in negated 
lauses. Fol-lowing [13℄ we 
all it the Neg Criterion.(23) The Neg Criterion (NegC):For every verb, if there is a negation in the top value of the verb thathas s
ope over the main value of the verb, then that negation must bean element of the parts list of the verb.For illustration of the NegC, 
onsider the tree in (24). The only elementof the overall parts list that 
an satisfy the TP is the term 4 whi
h 
ontainsthe negation and is 
ontributed by the n-word. A

ording to the SP, the topvalue of the head is identi
al to that of the phrase. Thus, the verb przyszedªhas a top value whi
h 
ontains a negation, and the negation in turn has s
opeover its main value. The NegC requires, then, that the negation be also partof the verb's parts list, whi
h is not the 
ase. The stru
ture in (24) is, thus,ex
luded by the NegC.(24) A violation of the NegC:
NP24top 2main 1parts 
x, 1 , 1a , 2 , 2a , 4 �35* Nikt

V24top 4main 3parts 
x, 3 , 3a �35przyszedª

omp headS24top 4 :9x[human0(x) ^ 
ome0(x)℄main 3 
ome0(x)parts 
x, 1 , 1a , 2 , 2a , 3 , 3a , 4 � 35

Our analysis of NC in Polish shows how token identity 
an be used in 
ombina-torial semanti
s to arrive at a natural a

ount of 
on
ord phenomena. Whilethe analysis is similar in spirit to GB analyses in the tradition of [13℄, we donot need any stipulated me
hanisms su
h as negation fa
torization. Instead,we 
an simply use the major analyti
al tool of HPSG, token identity.For reasons of spa
e, here we have restri
ted our attention to the 
aseof �nite verbs and their 
omplements. For a broader 
overage of data, wewould have to 
onsider synta
ti
 islands for negative 
on
ord as well as amore 
areful semanti
 distin
tion among di�erent kinds of negation su
h aseventuality, metalinguisti
 and pleonasti
 negation, only the �rst of whi
hli
enses n-words in Polish, 
f. [22℄. Our a

ount naturally generalizes to this8



Ri
hter and Sailermore 
omprehensive set of data on
e we introdu
e the ne
essary synta
ti
 andsemanti
 re�nements.5 LRS and MRSLRS is similar to underspe
i�ed semanti
 systems in using a list-like semanti
representation. Thus, we 
an avoid Cooper storage me
hanisms for 
apturingdi�erent s
oping possibilities of quanti�ers [3, 4℄. Combinatorial semanti
sresults by simply 
on
atenating lists of subterms instead of introdu
ing 
om-pli
ated synta
ti
 me
hanisms su
h as �-
onversion, as would be needed inMontagovian systems. In this respe
t, LRS shares many advantages of un-derspe
i�ed systems. At the same time, the semanti
 representations used inLRS are not underspe
i�ed. This hybrid status helps to avoid empiri
al andtheoreti
al problems that underspe
i�ed systems usually fa
e. The te
hni
aland 
on
eptual di�eren
es between LRS and underspe
i�ed semanti
 systemswill be demonstrated through an expli
it 
omparison with Minimal Re
ur-sion Semanti
s, MRS [5, 6, 7℄, whi
h was originally developed for 
omputerimplementations.5.1 Empiri
al problems of underspe
i�ed systemsIn some 
ases, a senten
e be
omes ungrammati
al be
ause the s
oping require-ments of the elements involved 
annot be su

essfully resolved. A represen-tative example is given for Polish negation in [22, p. 216℄. The authors showthat the preverbal parti
le nie is systemati
ally ambiguous between eventu-ality negation (as in all our examples above) and non-eventuality negation(pleonasti
 or other). Senten
es introdu
ed by omal (almost) su
h as (25)
onstitute 
ontexts for the non-eventuality use of nie. As the dual fun
tion ofnie is systemati
, it is plausible to leave the parti
ular use of nie underspe
i�edin a semanti
 representation.(25) Omalalmost jejher nieNM przewró
iªem.I overturned`I almost kno
ked her over.'In Se
tion 2 we showed that n-words must 
o-o

ur with nie in 
lauses. Insu
h a 
onstellation, however, nie 
an only have its regular use as eventualitynegation. This leads to a 
on�i
t in (26).(26) ?* Omalalmost nikogonobody nieNM przewró
iªem.I overturnedIn (26), the n-word requires an eventuality negation interpretation of nie,but omal, just as in (25), requires a non-eventuality negation. If, as suggestedabove, the interpretation of nie is not spe
i�ed in the semanti
 representationof (26), the 
on�i
ting requirements of omal and nikogo 
annot be expressedin the grammar itself. 9



Ri
hter and Sailer5.2 Te
hni
al di�eren
es between LRS and MRSThe major similarity between LRS and MRS is the use of list stru
tures assemanti
 representations. But, whereas the lists 
ontain subterms of the over-all logi
al form of a sign in LRS, MRS superimposes on them an extra handlestru
ture to put the pie
es together. The handle stru
ture leads to a spe
ialtreatment of 
onjun
tion and is mainly motivated by 
omputational 
onsid-erations from ma
hine translation. The additional layer of stru
ture makesit hard to express 
ertain well-formedness 
onditions on semanti
 represen-tations as part of the grammar. Examples are the 
ondition that there beno free variables in the logi
al form of a senten
e, or that there be a way toorder the handles to form a non-
y
li
 tree-like stru
ture whi
h guaranteesthe existen
e of a fully s
oped mrs. MRS, and UMRS [10, p. 46℄, expli
itlysay that these 
onstraints are not part of the HPSG grammar; they belong tosome extra-grammati
al s
ope-resolution pro
edure.LRS does not work with underspe
i�ed representations. Thus, if there isa semanti
 representation for a senten
e, that guarantees the existen
e of afully s
ope-resolved reading. Similarly, as standard de�nitions of free variableo

urren
es only rely on the existen
e of a subterm relation, it is straightfor-ward to express 
onstraints like the Variable Binding Condition as partof the grammar in LRS.Another 
onsequen
e of the handle me
hanism and of the fa
t that se-manti
 representations are not fully s
oped is that the kind of 
onstraints ons
opings is very limited in MRS. There is, at present, no dis
ussion of whattype of 
onstraints is needed, and underspe
i�ed systems di�er with respe
tto the type they use: [2℄ only allows �is a subterm of�; in [10℄ there are 
on-straints of the form �is possibly in the immediate s
ope of� and �
annot possiblybe in the immediate s
ope of�. The various drafts of the work in progress de-s
ribing MRS di�er with respe
t to the kinds of 
onstraints. In [12℄ there areeven more 
omplex 
onstraints of the form �if l1 is in the s
ope of l2 , thenl3 is in the s
ope of l4 �. In a non-underspe
i�ed system su
h as LRS, sub-ordination 
onstraints need not be expressed in terms of parti
ular linguisti
stru
tures designed for that purpose. They are impli
it in the stru
ture ofthe terms themselves. Therefore, it is possible to express even 
omplex s
opal
onstraints as prin
iples of grammar without enri
hing the algebrai
 stru
tureof the models of the grammar.6 Con
lusionWe have shown how a 
ore set of data of Polish negative 
on
ord 
an be
aptured in LRS, a new semanti
 framework for HPSG. LRS enables us toanalyze Polish n-words as inherently negative by redu
ing negative 
on
ordto token identity of the negations that are introdu
ed by multiple exponentsof negation in a 
lause. 10



Ri
hter and SailerLRS provides a te
hnique to integrate standard logi
al languages withmethods of implementing 
ombinatorial semanti
s as list 
on
atenation in-stead of more 
omplex operations su
h as fun
tional appli
ation. It es
hewsthe use of a designer representation language with a 
ompli
ated and possiblyformally vague extra-grammati
al translation into a logi
al language that 
anbe interpreted model-theoreti
ally. No spe
ial devi
es are needed in order to
apture s
ope ambiguities. Underspe
i�
ation in LRS is underspe
i�
ation atthe level of HPSG's des
ription language, whi
h is where it originally belongsin 
onstraint-based varieties of HPSG [23℄; it is not underspe
i�
ation on thelevel of the semanti
 representation language. Moreover, sin
e any standardrepresentation language 
an be substituted for the one we have used in thispaper, LRS is expressively well-suited for the des
ription of 
omplex semanti
phenomena. Finally, as we have seen in the appli
ation to Polish, it 
an alsoeasily and modularly be 
ombined with the usual synta
ti
 analyses of HPSG.Further resear
h will have to investigate if LRS 
an also serve as a feasibleframework for 
omputing with HPSG grammars.Referen
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