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Grammar Principles

(1) Head Feature Principle (p. 34 and 399)
[

phrase

dtrs headed-struc

]

→

[

synsem loc cat head 1

dtrs head-dtr synsem loc cat head 1

]

(2) Subcategorization Principle (p. 34 and 399)
[

phrase

dtrs headed-struc

]

→















phrase

synsem loc cat subcat 1

dtrs







headed-struc

head-dtr

[

sign

synsem loc cat subcat 3

]

comp-dtrs 2





















∧ sign-ss-append( 1 , 2 , 3 )

In its present form the Subcategorization Principle presupposes a re-
lation symbol sign-ss-append in the signature. The principles of grammar
comprise a principle which fixes the intended meaning of sign-ss-append in
the relational abstract feature structures admitted by the grammar. The text-
book on Grammar Formalisms and Parsing contains all necessary details.

(3) ID Principle (pp. 399 and 402–403)
[

dtrs headed-struc
]

→

(Schema1 ∨ Schema2 ∨ Schema3 ∨ Schema4 ∨ Schema5 ∨ Schema6)

The ID Schemata can be spelled out as follows:

Head-Subject Schema:

Schema1 =













ss loc cat

[

head [inv minus ] ∨ ¬verb

subcat elist

]

dtrs







head-comp-struc

head-dtr

[

phrase

ss nonloc to-bind slash eset

]

comp-dtrs rest elist


















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Head-Complement Schema:

Schema2 =







ss loc cat

[

head [inv minus ] ∨ ¬verb

subcatrest elist

]

dtrs

[

head-comp-struc

head-dtr word

]







Head-Subject-Complement Schema:

Schema3 =









ss loc cat

[

head inv plus

subcat elist

]

dtrs

[

head-comp-struc

head-dtr word

]









Head-Marker Schema:

Schema4 =



dtrs

[

head-marker-struc

head-dtr ss nonloc to-bind slash eset

marker-dtr ss loc cat headmarker

]





Head-Adjunct Schema:

Schema5 =







dtrs







head-adjunct-struc

head-dtr ss 1

[

synsem

nonloc to-bind slash eset

]

adjunct-dtr ss loc cat head mod 1













Head-Filler Schema:

Schema6 =













dtrs











filler-dtr ss loc 1

head-dtr ss









loc cat

[

head vformfinite

subcat elist

]

nonlocal

[

inher slash 2

to-bind slash { 1 }

]































∧ member( 1 , 2 )

The Head-Filler Schema presupposes an appropriately defined member

relation: The signature contains this relation symbol, and a Member Princi-
ple defines its meaning.

(4) inverted Condition for English (inferred from the text, p. 41)
[

verb

inv plus

]

→

[

aux plus

vform finite

]

(5) Marking Principle (p. 45 and 400)
[

phrase

dtrs headed-struc

]

→













[

ss loc cat marking 1

dtrs marker-dtr ss loc cat marking 1

]

∨





ss loc cat marking 1

dtrs

[

¬ head-marker-struc

head-dtr ss loc cat marking 1

]
















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(6) spec Principle (p. 51 and 400)

∀ 1 ∀ 2

















[

dtrs
[[

marker-dtr 1

]

∨
[

comp-dtrs 〈 1 | list〉
]]

]

∧ 1

[

ss loc cat head

[

functional

spec 2

]]






→

[

dtrs head-dtr ss 2

]











(7) Nonlocal Feature Principle (p. 400)
[

dtrs headed-struc
]

→














ss nonloc inherited

[

slash 5 \ 1

que 6 \ 2

rel 7 \ 3

]

dtrs 4

[

head-dtr ss nonloc to-bind

[

slash 1

que 2

rel 3

]]















∧ collect-dependencies( 4 , 5 , 6 , 7 )

In the formulation of the Nonlocal Feature Principle above, the re-
lation collect-dependencies is responsible for providing the set union of the
slash, que and rel values of the daugthers of the phrase. The set difference
relation, here symbolized in infix notation as ‘\’, is needed to express the set
difference between each of these sets and the corresponding to-bind values at
the head daughter.

(8) Word Principle (not mentioned in Pollard and Sag’s book)
[

word
]

→ (LE1 ∨ . . .∨ LEn)

The disjuncts in the consequens of the Word Principle (8) are descriptions
of words. Every LEi is called a lexical entry. The set of lexical entries constitutes
the lexicon of the grammar.

The authors of the HPSG book do not present a systematic list of the lexical
entries that they assume for their grammar. Whenever they discuss lexical
entries, they actually provide only a partial description of them which mentions
those parts of the necessary complete lexical entry that are immediately relevant
for the discussion in the surrounding text. In the end it is up to the reader
to infer from the overall presentation of the grammar what the lexical entries
look like. This is a very non-trivial task indeed, especially in light of the fact
that HPSG is often regarded as a highly lexicalized grammar framework, which
means that the words are complex structures whose exact properties are crucial
for the proper specification of the syntax and semantics of utterances.
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