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Chapter 1

The Mathematical Framework:
RSRL

In this chapter I will introduce a new dialect of Relational Speciate Re-entrant Language
(RSRL). RSRL provides a mathematical framework for writing fully explicit HPSG gram-
mars with a model-theoretic interpretation. Having a mathematical framework of this
nature is a necessary prerequisite for the integration in HPSG grammars of standard se-
mantic representation languages such as the languages of Two-sorted Type Theory (Ty2),
which we will define as object languages of RSRL theories.

RSRL is a formalism which was built for a specific purpose. Its raison d’étre is HPSG.
Despite this historical fact, RSRL does not comprise any genuinely linguistic assumptions.
It was not conceived as a linguistic framework. The only conceptual restrictions which come
with the formalism concern certain very abstract epistemological assumptions about its log-
ical interpretations. While these assumptions make the formalism more or less appropriate
for analyzing natural languages depending on the scientist’s epistemological premises about
languages, these restrictions may be generalized for the application of the RSRL formalism
to any empirical domain about which scientists might make diverging basic assumptions
of a similar kind. RSRL could be used for theories from any empirical domain which can
reasonably be approached under assumptions which are compatible with the techniques of
classical logical description, provided its logical languages are expressive enough for the
task. According to the scientific meta-theory adopted by researchers in the HPSG com-
munity, linguistic hypotheses are expressed not in the mathematical framework, but in the
linguistic framework. With the exception of a certain number of meta-assumptions, the
linguistic theory of HPSG is expressed as a logical theory in a given mathematical frame-
work. Chapter 2 will offer a survey of some of the fundamental linguistic tenets of HPSG,
and there I will also discuss substantive linguistic hypotheses. We will then see how the
linguistic framework delimits the space of possible HPSG grammars compared with the
much larger space of possible RSRL grammars.

In contrast to earlier expositions of RSRL, the present chapter defines its class of lan-
guages in terms of the syntax of attribute value matrices (AVMs). This is the syntax
which is generally adopted in the linguistic HPSG literature. Previous presentations of
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14 CHAPTER 1. THE MATHEMATICAL FRAMEWORK: RSRL

RSRL usually adopted logical languages which were an extension of Speciate Re-entrant
Logic (SRL, [King, 1989, King, 1999]), the precursor of RSRL, and proceeded to a defi-
nition of an AVM syntax which was interpreted by a translation into the original syntax.
The textbook [Richter, 2004b], which is an introduction to the mathematical framework of
HPSG and to grammar writing and grammar implementation, uses a syntactic dialect of
RSRL which is an extension of the description language provided by the grammar imple-
mentation platform TRALE in order to make the connection between theoretical grammar
development and computational applications more transparent. While the RSRL dialect
of the textbook is motivated by bridging the gap between different areas of HPSG re-
search, and whereas the predominantly mathematical orientation of the earlier expositions
favored an indirect approach with an extension of the SRL syntax as the primary logical
languages, keeping an SRL-based syntax as an intermediate layer between AVM syntax
and interpretation would have several drawbacks in the present context.

First of all, it is not practically feasible to write realistic grammatical principles in the
original syntax of RSRL for an audience of linguists. The linear syntactic notation of RSRL
is much more opaque than the two-dimensional AVM syntax common in linguistics when
descriptions get as large as they usually do in linguistic constraints. The conventional
AVM syntax makes the logical structure of the statements much more transparent by
collapsing most conjunctions into two-dimensional matrices, which are easily perceived as
units. Moreover, most readers are very familiar with the AVM syntax whereas they are
usually completely unfamiliar with the syntax of the original logical languages of the more
mathematically oriented literature.

This situation virtually necessitates the introduction of an AVM syntax in addition to
the RSRL syntax in presentations of grammars intended for a linguistic audience. But to
follow the well trodden path of putting an additional uninterpreted syntactic layer on top
of the logical syntax entails extra work in setting up the technical machinery. In addition
to the interpreted formal languages, we need to define the AVM description languages for
the linguistic users as well as a purely syntactic rewriting system for the expressions of
the user languages. For the readers of grammars written in the user languages this has
the very unpleasant consequence that it becomes harder to understand what the AVM
descriptions really mean in terms of the semantics given to the constraint languages. The
reader is forced to compute a fairly complex translation of the familiar AVM syntax into an
unfamiliar syntax before arriving at the interpretation of the constraints. Understanding
the meaning of RSRL descriptions is, however, fundamental to a proper understanding of
the proposals put forth in this work concerning the construction of an adequate architecture
of semantic representations in constraint-based grammar. For these reasons it seems a very
worthwhile enterprise to define a new dialect of RSRL which directly interprets a syntax of
AVM expressions without the detour through a syntactic translation. Proceeding in this
way is made even more attractive by the fact that it is possible to give an AVM syntax an
interpretation which matches the pre-theoretical understanding of these expressions very
well. A direct semantics of the AVM expressions simply needs to provide precise definitions
which are supported by an already existing informal understanding of their meaning. As a
result, for those readers who are interested in subtle technical details, it will become much
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easier to check the exact meaning of grammatical principles.

The syntax which will be defined in the coming section will closely follow the syntax of
AVM formulae introduced in [Richter, 2004a, pp. 212-214], but will omit special constructs
for lists and chains.! Since the syntax of our formal languages will be different from the
original RSRL syntax, it cannot be taken for granted that we will actually be defining a
dialect of RSRL. The languages which we will define could inadvertently be either more
or less expressive than the original languages. However, we will be able to show that
this is not the case. Because of the close relationship between the present syntax and the
uninterpreted syntax of AVM formulae from [Richter, 2004a], the translation function from
AVM expressions to RSRL expressions, which is employed there to give meaning to AVM
expressions indirectly by translating them to the interpreted language, can be used to show
that the new syntax and semantics indeed define a variant of RSRL. Section 3.2 sketches a
proof of this claim. This proof ultimately justifies my terminology in the coming sections,
in which I will treat the present formalism as an RSRL formalism.

In the following exposition of RSRL I will refrain from presenting a motivation of its
architecture and constructs. This has already been done thoroughly in [Richter, 2004a].
The reason for creating the RSRL formalism was to provide mathematical foundations
for the actual practice of grammar specifications found in the HPSG literature. The goal
was to interpret the linguistic specifications as literally as possible in the way in which
linguists write them down and explain their meaning. In particular, it was never the
purpose of RSRL to find the minimally necessary technical apparatus to write HPSG-
inspired grammars. As a consequence of this approach, the languages of RSRL are very
expressive and flexible, which turns out to be a considerable advantage for developing new
modules of grammar.

The direct interpretation of the lingua franca of AVM expressions in the following new
RSRL dialect should make subsequent chapters equally accessible to readers who are in-
terested in the mathematical foundations of LRS, and to readers who are more casually
interested in the technical details but wish to focus on the linguistic content of the theory.
Although the text will not provide a motivation for the architecture of the formalism, read-
ers who are unfamiliar with its previous incarnation but fluent in current work on HPSG
will find enough illustrations of each syntactic and semantic construct to see how the inter-
pretation of linguistic principles proceeds. Combining the definitions with many concrete
linguistic examples, the text will provide a self-contained exposition of the formalism in
which we will ultimately specify LRS.

1.1 Description

The most important property which distinguishes RSRL from familiar logical languages
such as first order predicate logic is the meaning of its expressions. In first order predicate
logic, expressions denote the truth values True or False. In RSRL expressions denote sets
of objects. It belongs to the family of description logics.

!They are added as syntactic sugar for the convenience of grammar writers in Section 3.1.
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The second important fact to note about RSRL involves the kinds of structures for
whose characterization its languages are intended. A crucial motivation for designing a
formalism for HPSG grammars of the kind of RSRL comes from the way in which the
entities which it is supposed to characterize are conceptualized. There are important in-
tuitions about the structure and properties of natural language expressions which underly
the architecture of this particular description logic. Since our ultimate domain of applica-
tion will be linguistics, I will draw all of my examples from linguistics. The reader should,
however, bear in mind that the choice of the application domain is left to the user and in
no way determined or even suggested by the formalism.

The central idea is that the universe of (linguistic) entities is populated by collections
of connected configurations, or connected structures. For the sake of concreteness we may
picture these connected structures as collections of entities which are connected by arcs.
For each connected structure there exists one entity from which we can reach all others
by following a sequence of arcs. For the sake of convenient terminology, I will occasionally
refer to this entity as the topmost entity. In a pre-theoretical sense, entities which can
be reached from some other entity e by following sequences of arcs are ‘components’, or
‘constituents’, of e. It is not so much single entities which are of interest, but rather these
connected structures consisting of collections of entities which are held together by arcs.
The meaning ascribed to arcs by linguists roughly corresponds to ‘is a property of’, ‘belongs
to” or ‘is a constituent of’. The preferred interpretation might actually vary for different
attributes and attribute values.

The most prominent connected structures of interest in linguistics are signs (although
there might be others). The topmost entity in a collection of entities which make up a sign is
typically a phrase. Phrases contain, of course, other phrases and ultimately words amongst
their components. Each one of the phrases and words consists in turn of other entities such
as syntactic category entities, case entities, verb form entities, semantic representations,
subcategorization lists, slash sets, and more. Whereas every entity in a connected structure
is accessible from the topmost phrase which it contains, it is not necessarily the case that
the phrase can be reached from any of its ‘components’.

Example (1) shows a conceivable connected configuration of the kind we have described.
The topmost entity in this concrete configuration is the leftmost node in the graph. It
is labeled word. The other nodes in the graph are the other entities in the connected
configuration, and they are all accessible from the topmost entity by following a sequence
of arcs. Since the topmost entity in this configuration is a word entity, and since words, as
well as phrases, count as instances of signs, the entire configuration is considered a sign.
The component nodes of the word are interpreted as its properties. Which property each
constituent signifies is determined by its label and by the labels of the arcs which lead to
it from the topmost entity in the configuration.
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The linguistic universe is, of course, typically populated by a great number of or infinitely
many connected configurations.

Three significantly different model theories for RSRL grammars have been proposed to
date [King, 1999, Pollard, 1999, Richter, 2004a]. The major differences between them con-
cern the philosophical assumptions about the ontological status of the intended models of
grammars. These assumptions ultimately affect how the relationship between the intended
models of grammars and the domain of empirical phenomena is to be characterized. They
also determine the ontological status of the entities in connected configurations such as the
one depicted in (1), and the status and nature of the connected configurations as a whole. 1
will postpone a discussion of various aspects of these foundational issues to Section 1.2 and
Section 2.4, when we will have seen enough of the mathematical and linguistic frameworks
to discuss them in a meaningful way. Inspite of what we will then have to say about the
underlying ontological assumptions, there is one theory of the meaning of grammars which
makes the intuitions about connected structures discussed above particularly clear at first
sight. This theory postulates that so-called abstract feature structures are the objects in the
denotation of grammars, thus capturing the assumptions about the connectedness of the
intended structure in a particularly salient manner. The objects of interest are (equivalence
classes of) a particular kind of connected graph. For reasons explained in Section 2.4 T will
not use abstract feature structures as modeling structures, although the intuitions about
the connectedness of the elements in the modeling domain remain the same in all relevant
respects. To understand the intentions of HPSG linguists it is quite enlightening to realize
straight away the fact that possible relationships between different connected structures in
the universe are a priori of no interest to them. The formalism will not even provide any
means to talk about relationships of entities in the modeling domain across the boundaries
of connected structures. Due to the architecture of the relevant interpreting structures
envisioned by linguists, the formalism is tailored for talking about collections of separate
connected structures in a universe of entities.

Let me briefly sketch the basic architecture of the RSRL formalism before starting with
the definitions. Just as in any standard logical formalism, RSRL provides a class of formal
languages. Each language is based on a signature which provides the nonlogical symbols
for the formulae. The nonlogical symbols of the signature generate a set of formulae. A
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grammar is a pair consisting of a signature and a set of descriptions. In order to mirror the
structure of AVM expressions in our formulae, the syntactic structure of our expressions will
be defined in two steps. The inner layer of our syntax will consist of the familiar matrices of
HPSG. In an outer layer of syntax we will add relational expressions, quantification and the
possibility to combine matrices with the standard logical connectives. The interpretation
of the formulae will mirror the two syntactic layers. The satisfaction relation of complete
AVM formulae will be based on the satisfaction relation of the matrices which are part
of them. In a first approximation of the meaning of grammars we will finally define the
notion of a model of a grammar. Essentially, an interpretation of a signature is a model
of a grammar if and only if each entity in the interpretation satisfies each description
in the grammar. In Section 1.2 we will discuss why models are only a first step toward
the meaning of grammars, and we will supply a more elaborate notion of the meaning of
grammars.

In our description languages we will want to use variables. For this purpose we give
ourselves a countably infinite supply of variables:

Definition 1 VAR is a countably infinite set of symbols.

I will call each element of VAR a variable. In the usual linguistic notation of AVM expres-
sions, variables are usually written as integers in boxes such as [2), [5, and 271 Following the
linguistic conventions, I will sometimes call these variables in the form of boxed integers
tags. 1 will assume that the symbol ‘:” is a reserved symbol and not a variable. I will later
use this reserved symbol in a way similar to variables. Therefore I will adopt the convention
of referring to the union of a set of variables, VAR, and the singleton set containing ;" by
VAR'.

Before we can define the syntax of expressions we need the relevant sets of nonlogical
constants. In HPSG these are sort symbols, attribute symbols and relations symbols of
an arbitrary arity. In addition the sorts are arranged in a sort hierarchy, and sorts and
attributes are related to each other by in turn declaring certain attributes appropriate for
certain sorts and giving pairs of sorts and appropriate attributes appropriate sort values. I
will obtain these additional structures by introducing a partial order over the sort symbols
and by providing a partial function called appropriateness function, which is subject to
certain conditions which enforce the usual attribute and attribute value inheritance of the
feature declarations of HPSG grammars. Signatures provide the necessary sets of symbols
together with the additional relationships:

Definition 2 ¥ is a signature iff

Y is a septuple (G,C, S, A, F, R, AR),
(G,C) is a partial order,
for each o' € G, }

if o' C o then 0 = o’

S:{Ueg

A is a set,
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F is a partial function from the Cartesian product of G and A to G,
for each o1 € G, for each o9 € G and for each o € A,

if F{oy,a) is defined and oy C oy
then F(o9, a) is defined and F(oq, o) C F(oy, @),

R is a finite set, and
AR is a total function from R to IN.

I call each element of G a sort, (G,C) the sort hierarchy, each element of S a mazimally
specific sort or a species, each element of A an attribute, F the appropriateness function,
each element of R a relation symbol, and AR the arity function. 1 say that sort oy is at
least as specific as sort o1 iff 09 E oq; conversely, I call o1 a supersort of o5 and say that
oy subsumes 9. The symbols V, 3, :, =, [, ], A, V, —, <>, T, >, chain, echain, nechain and
metatop are reserved symbols, and I assume that none of them are a variable, a sort, an
attribute or a relation symbol. IN is the set of positive integers. I do not allow relations
of arity zero. The appropriateness function F respects the usual restrictions, which go
by the name of attribute inheritance in linguistics: If an attribute « is appropriate to a
sort o1 (“F(o1, a) is defined”, line 8), it is also appropriate to all sorts oo subsumed by oy
(“F (o2, a) is defined”, line 9), and the value that the appropriateness function yields for «
at oy is at least as specific as the value for a at oy (“F(02, ) C F (o1, a)”, line 9).

By convention I write attributes in SMALL CAPITALS, sorts in italics, and relation
symbols in typewriter font. I can thus distinguish between the attribute SYMBOL, the
sort symbol and the relation symbol without having to say explicitly which is which.

All of this can best be seen in a small example, which I will take from linguistics. We will
consider a signature ¥; that will be sufficient for writing a very simple grammar predicting
the phrase structural composition of the sentence Uther walks. The grammar will include
a lexicon of the two words, an indication of their subcategorization properties, and it will
mark the syntactic head of the single sentence captured by the grammar. The grammar
that we can build based on this simple signature will actually be sufficiently complex to
form a reasonable basis for a discussion of the model theory of HPSG grammars in the
RSRL formalism in Chapter 2.

Now let Zl be <gl, El;SbAl;fla Rl, AR1> with

G, — top, sign, phrase, word, list, nelist, elist, cat,

Y7\ head, verb, noun, phonstring, uther, walks ’
top, top) , (sign, sign) , (phrase, phrase) , (word, word) , (list, list),
nelist, nelist) , (elist, elist) , (cat, cat) , (head, head) , (verb, verb)
noun, noun) , (phonstring, phonstring) , (uther, uther) , (walks, walks) ,
sign, top) , (phrase, top) , (word, top) , (list, top) , (nelist, top),
elist, top) , (cat, top) , (head, top) , (verb, top) , (noun, top) ,
phonstring, top) , (uther, top) , (walks, top) , (phrase, sign) , (word, sign) ,
nelist, list) , (elist, list) , (verb, head) , (noun, head) , (uther, phonstring) ,
walks, phonstring)

{
{
2
El <
{
{
{
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Sy = {phrase, word, nelist, elist, cat, verb, noun, uther, walks},

A; = {PHON, H_DTR, NH_DTR, FIRST, REST, HEAD, SUBCAT},

((sign, PHON) , list) , ((phrase, PHON) , list) , ({(word, PHON) , list) ,
((phrase, H_DTR) , sign) , ((phrase, NH_.DTR) , sign) , {{sign, CAT) , cat) ,
({phrase, CAT) , cat) , ({(word, CAT) , cat) , ((nelist, FIRST) , list) , ’
((nelist, REST) , list) , ({cat, HEAD) , head) , ((cat, SUBCAT) , list)

R1 = {append, member }, and

AR, = {(append, 3) , (member, 2)}.

Making the set of sorts, S, an explicit part of the signature is obviously redundant,
since we could always recover S as a subset of the set of all sorts, G, by investigating the
sort hierarchy, (G,C). Taking a look at our example will illustrate this: we can find the
elements of §; by collecting all the elements of the pairs in C; which occur only on the
left hand side in the pairs, except when they occur left and right. These are obviously the
most specific elements in the partial order. In later definitions, however, we will often have
occasion to refer to the set of species, and it is convenient to have a designated symbol
for it.

It is also obvious that stating a signature in the format given above makes the sig-
nature hard to read. For easier readability I will therefore adopt a graphical notation,
which is a variant of the notation introduced in the Morph Moulder (MoMo) system
[Richter et al., 2002, Richter, 2004b].2 According to the variant of the notational con-
ventions of MoMo which I will adopt throughout this work, the signature ¥; is notated as
shown in Figure 1.1.

The subsumption relation between sorts is indicated by indentation. Appropriate at-
tributes are listed in a column behind the highest sort oy in the hierarchy for which they are
appropriate, together with the sort o9 appropriate for o; at that attribute. The inheritance
of these attributes and attribute values at lower sorts in the hierarchy is left implicit in
order to keep the notation compact. The notation in Figure 1.1 is thus to be understood
as saying that PHON and CAT are not only appropriate to sign but are also appropriate to
phrase and word. Moreover, the appropriate values remain list and cat respectively, since
there is no more specific value specified for this attribute behind the subsorts phrase and
word. Relation symbols are listed at the end of the specification, together with the arity
assigned to them by the arity function.

For the following definitions it will be convenient to employ a small number of nota-
tional conventions in order to keep the notation compact. CONVENTION 1 introduces four
notations to refer to sets which we will frequently need:

Fi =

Convention 1 Suppose that S is a set. I will observe the following notations:

1. For eachn € IN, S™ is the n-fold Cartesian product Sy x ... x S,,.

2MoMo is a teaching software for studying RSRL by writing RSRL grammars and constructing inter-
pretations for descriptions.
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top
stgn  PHON  list
CAT cat
phrase H_DTR  sign
NH_DTR  $ign
word
list
nelist FIRST top
REST  list
elist
cat  HEAD head
SUBCAT  list
head
verb
noun
phonstring
uther
walks
Relations
member/2
append/3

Figure 1.1: The signature >; in MoMo notation

2. 8% is the set of finite sequences of elements of S. The reader may also look at S* as
the union of the n-fold Cartesian products over S, including the empty product.

3. ST is the set of nonempty finite sequences of elements of S.

4. S is shorthand for the set S U S*.

With these conventions in hand we can now interpret signatures. The interpretations of
signatures provide sets of entities from the universe. They interpret sort symbols by labeling
all entities from the universe with species, they take attributes to be partial functions on
the entities from the universe, and they interpret n-ary relation symbols as sets of n-tuples
of entities and sequences of entities:

Definition 3 For each signature ¥ = (G,C, S, A, F, R, AR), | is a X interpretation iff

| is a quadruple (U,S,A,R),
U is a set,
S is a total function from U to S,

A is a total function from A to the set of partial functions from U to U,
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for each a € A and each u € U,

if A(a)(u) is defined
then F(S(u), a) is defined, and S(A(a)(u)) C F(S(u), a),

for each o € A and each u € U,
if F(S(u), a) is defined then A(a)(u) is defined, and

R is a total function from R to the power set of J U", and
neN

for each p € R, R(p) C g

U is the set of entities in the universe. 1 call S the species assignment function, A the
attribute interpretation function, and R the relation interpretation function. According
to DEFINITION 3, a X interpretation consists of a set of entities which are all labeled by
species. The attribute interpretation function respects the demands of the appropriateness
function: If the interpretation of an attribute « is defined on an entity u, then the attribute
a must be appropriate to the species of u; and the species of the entity «’ that we obtain by
interpreting o at u must be a subsort of the sort which is appropriate for a at the species
of u. Conversely, if an attribute « is appropriate to the species of a given entity, then the
interpretation of the attribute at the entity must be defined. What this all amounts to is
that the partial function denoted by an attribute is defined for all or no entities of any given
species. To simplify my terminology, I will usually call the partial function designated by
an attribute a the function «. Similarly, if S labels an entity u with species o by mapping
it to o, I will simply say that entity u has species o.

R interprets each relation symbol as a set of tuples of the form (uy,...,u,), where:
(a) each w; is an entity in U, or (b) each u; is a sequence of entities in U, or (c) some u;
are entities and others are sequences of entities in U. The number n is determined by the
arity of the relation as given by the arity function. As witnessed by the cases (b) and (c),
arguments of relations may be sequences of entities in U. T will call these sequences of
entities chains (of entities).

The original motivation for the introduction of chains to the formalism was the fact that
linguists tend to make one exception to the rule that they only describe entities connected
by attributes: In arguments of relations such as the shuffle relation of linearization
grammars, and also in other relations involving lists and sets, linguists sometimes refer
to apparent lists or sets which actually do not occur in the described connected entities,
although each of the individual elements does. It is for the purpose of capturing these
cases that chains were introduced into HPSG, and are thus allowed in the arguments of
relations. For a deeper elaboration and a thorough discussion of chains in HPSG grammars,
see [Richter, 2004a, Section 4.3].

Y} interpretations are best pictured as graphs in which the nodes are the entities of the
universe, the sort labels are written next to the nodes, and the partial functions named
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by attributes are pictured as arrows labeled by their attribute names. The origin of each
arrow is an element in the domain of the function named by the attribute, and the node
it points to is the element in the range of the function to which it maps the entity at its
origin. Picturing relations is a bit more difficult, because there is no good way of marking
the tuples of elements in relations in a graph without making it unreadable. For this
reason, whenever I want to indicate in a Y interpretation which nodes are in a relation, I
will assign numbers to the nodes and state the relation by stating the tuples of numbers
which I assigned to the nodes in the relation.

The two examples of ¥; interpretations in (2) below illustrate these conventions. The
first example, (2a), presents a > interpretation with empty relations member and append.
Since there are no elements in the relations in (2a), it is not necessary to label the nodes
in the first example with numbers. The second example, (2b), illustrates a case in which
there are tuples in the member and in the append relation, and the nodes are supplied with
numbers, which may then be referred to for the specification of the relations. Note that
the elements in the member relation do not correspond at all to an intuitive understanding
of what should be in a member relation if member is a relation between the elements of lists
and the lists that these elements are on. Neither is the single triple in the append relation
intuitively sensible. As we will see later, the meaning of relation symbols is determined
by the theory of these symbols in grammars; it is not fixed in advance for arbitrary inter-
pretations of a signature. The reader might also notice that the ¥; interpretation of (2b)
contains some more potentially surprising properties: while the configuration of connected
entities under the entity 0, which is labeled word, can easily be recognized as what linguists
would think of as the word Uther, the orphaned entity 7 with sort label walks and the entity
8 with sort label cat and the small connected structure beneath it might initially not be
expected to appear in interpretations of signature ;. It should furthermore be noted that
two SUBCAT arrows point to the elist entity 6, meaning that the partial function named
by the attribute symbol SUBCAT maps the cat entity 8 and the cat entity 4 on the elist
entity 6. We will have occasion to pursue these observations further when we discuss the
meaning of grammars in Section 2.2 below.
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(2) a. A ¥ interpretation with empty relations:

SUBCAT

effisr

member = { }
append = { }

b. A ¥, interpretation with nonempty relations:

Fa
@ waiis

- K4

member = {(5,0), (2,1), (5,3),(8,9),(7,7)}
append = {(8,8,8)}

Before I can start to define the syntax of the logical languages generated by signatures,
I need to augment the signatures by symbols for reasoning about chains. For this purpose
I will use the reserved symbols chain, echain, nechain and metatop, which will be added to
the repository of sort symbols, and the reserved symbols { and >, which will be added to the
stock of attribute symbols. The former are quasi-sorts, and the latter are quasi-attributes.
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The quasi-sorts chain, echain and nechain form a small chain hierarchy, with echain and

nechain below chain. The symbol metatop is used as a top element of the extended sort

hierarchy, where for any signature ¥ with sort hierarchy (G, C), all elements of G are below

metatop, just as chain, echain and nechain. The quasi-attributes T and > will be used

to describe chains and to refer to elements from chains. They correspond to the familiar

attributes FIRST and REST of HPSG grammars, which are used in the description of lists.
DEFINITION 4 provides these augmentations for any signature:

Definition 4 For each signature ¥ = (G,C, S, A, F, R, AR),

m <

= G U{chain, echain, nechain, metatop},

= C U {(echain, chain) , (nechain, chain)} U {(U, o) ‘a € G\G }
U { (o, metatop) ’0 eg },

S = S U {echain, nechain}, and

A= AU{fp).

Note that if (G, C) is a finite partial order, then <QA ,C) is also a finite partial order. This
is important since the sort hierarchies of actual HPSG grammars are finite partial orders
with a top element. I call G the expanded sort set, <g, E> the expanded sort hierarchy,

C the expanded sort hierarchy relation, S the expanded species set, and A the expanded
attribute set.

It is now necessary to explain how we will interpret the new symbols of the chain
hierarchy and the quasi-attributes. According to DEFINITION 5, the new maximally specific
quasi-sorts echain and nechain will be used to label the empty sequence of entities and any
nonempty sequence of entities in the universe. The quasi-attribute { is interpreted as the
function which maps a sequence of entities to its first element, and > is interpreted as the
function which maps a sequence of entities to another sequence of entities which is just like
the first one, except that its first element is cut off.

The interpretation of the other new symbols, chain and metatop will follow from the
interpretation of (quasi-) sort symbols which are not maximally specific in formulae.

Definition 5 For each signature ¥ = (G,C, S, A, F, R, AR), for each ¥ interpretation
I =(U,S,AR),

S is the total function from U to S such that

for each u € U, S(u) = S(u),
for each uy € U, ..., for each u, € U,

= { echain  if n =0,

S((uy, ..., up)) = nechain if n > 0 , and
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A is the total function from A to the set of partial functions from U to U such that

for each a € A, A(a) = Aw),
A(T) is the total function from U™ to U such that for each
(ug, ..., u,) € UT,

A(D) ((ug, - . . up)) = uo, and

A(D) is the total function from U™ to U* such that for each
(g, ..., up) € U,

o~

A)((ug, -y un)) = (U1, ..., Uy).

I call S the expanded species assignment function, and A the expanded attribute inter-
pretation function. For all elements of U in its domain, S equals the species assignment
function, S. In addition, S assigns the quasi-sort echain to the empty chain, and nechain
to each nonempty chain of entities. A equals the attribute interpretation function, A, for
all attributes in its domain; however its domain also includes { and >, and its range in-
cludes partial functions whose domains are chains. This makes it possible to interpret the
quasi-attributes 1 and > as symbols for navigating through sequences of entities.

The presence of chains in the formalism can also be felt in the definition of variable
assignments. [ will use variable assignments in a fairly standard fashion. However, since
variables will be used in the arguments of relational expressions, and since arguments
of relations can be entities or chains of entities, variable assignments must provide the
possibility of assigning entities of the universe as well as sequences of entities of the universe
to variables:

Definition 6 For each signature ¥, for each 3 interpretation | = (U, S, A,R),

Ass) = UVAR is the set of variable assignments in |.

I call each element of Ass| a variable assignment in |. Elements of Ass| are functions which
assign entities or chains of entities of the universe to variables.

Up to this point the definitions closely followed the definitions of RSRL presented in
[Richter, 2004a, chapter 3|. The deviation from earlier versions of RSRL begins with the
definition of the syntax of ¥ boxes in DEFINITION 7. The idea behind ¥ boxes is that they
mimic the attribute value matrices of the literature.

Suppose the signature »; from Figure 1.1. Based on this signature, we can write
a simplified version of the HEAD FEATURE PRINCIPLE of [Pollard and Sag, 1994]. The
consequent of this HEAD FEATURE PRINCIPLE is an example of a 3 box.? [[is a variable.

3When we spell out the entire principle, the complete consequent of the HEAD FEATURE PRINCIPLE
will turn out to be a 3; AVM formula, although the ¥; box discussed here will remain the crucial part of
the formula.
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[phrase

CAT cat 1
HEAD [1] [head)
(3) -

[sign

H_DTR cat
CAT [HEAD [head}]

Boxes may comprise logical connectives such as disjunction or negation. The other
most frequent standard logical connectives, conjunction, implication and bi-implication,
are added to our definition of boxes for uniformity of the language, but are normally not
used inside the syntactic layer of boxes in HPSG. As we will see, these connectives occur
in the outer layer of syntax at the level of AVM formulae, which I will define when I have
finished defining boxes. Here are some examples of negation and disjunction in >; boxes,
as they might be observed in actual grammars:

[sign
(4) a. AT [cat 1

HEAD — [verb]

[sign

b. oxr l:;tAD [[vers] v [W“”}ﬂ

Y. boxes exist in two varieties, as untagged and as tagged > boxes. Tagged ¥ boxes are
matrices immediately preceded by a variable (or the colon), such as the ¥; box @ [head]
which nestles in the untagged 31 box in (3).

Definition 7 For each signature ¥ = (G,C, S, A, F, R, AR), BOX*, UBOX* and TBOX™>

are the smallest sets such that
TBOX* U UBOX* C BOXZ,

for each o € G, for each oy € A . for each o, € A, for each 3, € BOX*, ..., for
each 3, € BOX>,

ag

“ O UBOXE,

a71 /BTL

for each 3 € BOX®, -3 € UBOX>,
for each B, € BOX>, for each B, € BOX*, 31 A 3] € UBOX*,
for each B, € BOX>, for each 3, € BOX™, [B; V (3] € UBOX™,
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for each B, € BOX>, for each (3, € BOX™, [B; — (] € UBOX™,
for each B, € BOX>, for each (3, € BOX®, [B) « (5] € UBOX™,
for each v € VAR', for each § € UBOX®, v 3 € TBOX™.

I will call each element of TBOX* a tagged ¥ boz, each element of UBOX* an untagged ¥
boz, and each element of BOX® a ¥ box. Notice that TBOX™ N UBOX* = () and TBOX* U
UBOX* = BOX”. Untagged X boxes of the form [ o ] and tagged ¥ boxes of the form v[ o |,
where v is a variable, I will call atomic ¥ matrices. A ¥ matrix need not be atomic. There
can be any finite number of symbols of the expanded attribute set in vertical order under
the symbol, o, of the expanded sort set, each of them followed by a ¥ box. I will call a X
box of that form a(n) (untagged) ¥ matriz. Note again that the colon may syntactically
appear in the position of variables.

If T were entirely strict I would have to distinguish the symbols for the logical connectives
of the outer layer of syntax from the logical connectives inside ¥ matrices. However, since
the AVM formulae which we will use in actual grammars will always be of a syntactically
unambiguous form, no confusion can arise in practice, and I will omit a syntactic distinction
between the symbols for the logical connectives in the two layers of syntax.

The purpose of DEFINITION 8 is to provide the syntactic means to conjoin ¥ matrices
to complex expressions, and to add constructs missing from the matrices, viz. quantifiers
and relational expressions, which are necessary for expressing most HPSG principles. Two
principles are shown in (5). They are again based on the signature ;. (5a) is a complete
HEAD FEATURE PRINCIPLE. (5b) shows a CONSTITUENT ORDER PRINCIPLE.

[phrase
-cat
CAT HEAD [T [head]
(5) a. : [phrase] — 1 : -
sign
H_DTR CAT [cat 1
HEAD [1] [head)
[phrase ]
PHON [phonstring]
sgn
b. : [phrase] — I 32 J3] | : |H-DTR [PHON [phonstm'ng]] A append ([T}, 235
sgn
NI-DTR [PHON [phonstrmg]]

Obviously all logical connectives in (5) are outside of the 3; matrices which occur
therein. Let us call a ¥ matrix which is not embedded in another ¥ matrix mazimal. Then
we can say that the formulae in (5) contain four maximal ¥; matrices. Each one begins
with a colon, whose syntactic function in this context it is to produce a matrix which is also
an AVM formula and can be conjoined with other AVM formulae by logical connectives,
or which can be combined with quantifiers. DEFINITION 8 allows us to do just that:
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Definition 8 For each signature ¥ = (G,C, S, A, F, R, AR), AVM* is the smallest set
such that

for each 3 € TBOX”, 5 € AVMZ,
for each p € R, for each vi € VAR, ..., for each var(y € VAR,

p(v1, ..., VAR(p)) € AV,

for each v € VAR, for each vy € VAR, v1 = vy € AVM®,
for each v € VAR, for each k € AVYMZ, Ju k € AVM*,

for each v € VAR, for each k € AVYMZ, Yu k € AVYM*,

for each k € AVM*, = € AVM>,

for each k1 € AVM®, for each ko € AYMZ,
for each k1 € AVM®, for each ko € AYMZ,
for each k1 € AVM®, for each ko € AYMZ,
for each k1 € AVM®, for each ko € AYMZ,

K1 A Kg) € AVIMZ,
K1V Kg) € AVIMZ,
K1 — Kg) € AVIMZ,
K1 < Kg) € AVIMZ,

e e e

I will call each element of AVM* a 32 AVM formula. Every tagged ¥ box is also an atomic
> AVM formula. I will call each ¥ formula of the form p(vi,...,var(,)) a relational ¥
AVM formula, and each equation between elements of VAR a ¥ AVM equation. Both
relational ¥ AVM formulae and ¥ AVM equations are atomic ¥ AVM formulae. Complex
3> AVM formulae can be formed with quantification and the standard logical connectives
in the usual way. When working with a fixed signature, I will refer to 3 boxes and ¥ AVM
formulae as boxes and AVM formulae, respectively.

DEFINITION 8 completes the syntactic definitions which we need to write grammars.
Later we will add a number of notational conventions which will introduce a number of
very convenient simplifications to the syntax. Before we do that, however, we must give
our formulae a semantics.

In order to assign meaning to ¥ boxes and ¥ AVM formulae, I need a few auxiliary
concepts. The purpose of DEFINITIONS 9-11 is to provide the notion of the set of compo-
nents of an entity v in a universe U, which is needed in order to pin down the particular
kind of existential and universal quantification found in HPSG. As argued at length in
[Richter et al., 1999, Richter, 2004a], quantification in HPSG is not quantification over the
entire universe of objects as in first order logic. It is quantification over the components of
entities in the universe. In the ¥; interpretation in (2a) above, the entities labeled nelist,
uther, cat, noun and the two entities labeled elist are the (proper) components of the entity
labeled word. The entity labeled noun and the lower one of the two entities labeled elist
are the (proper) components of the entity labeled cat. When we have defined the set of
components of an entity in a ¥ interpretation, we only need one additional definition, a
standard definition of what it means to change a variable assignment function minimally
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with respect to one variable in its domain, in order to say what the expressions of our
syntax mean.

It turns out to be convenient to use the ¥ terms of the original RSRL syntax and their
meaning functions to define componenthood in ¥ interpretations. ¥ terms will also be a
useful tool in defining the semantics of ¥ matrices. Therefore we introduce ¥ terms:

Definition 9 For each signature ¥ = (G, C, S, A, F, R, AR), T= is the smallest set such
that

e T>,
for each v € VAR, v € T*, and
for each a € A and each 7 € T=, Ta € T,

I will call each element of 7% a ¥ term. A ¥ term consists of either the reserved symbol
‘.’ or a variable followed by a (possibly empty) string of symbols of the expanded attribute
set. X terms are interpreted as follows:

Definition 10 For each signature ¥ = (G,C,S, A, F, R, AR), for each % interpretation
I =(U,S,AR), for each ass € Assi, T\*** is the total function from T% to the set of partial
functions from U to U such that for each u € U,

T%%(: )(u) is defined and T,"*(: )(u) = u,
for each v € VAR, T,%*(v)(u) is defined and T,%*(v)(u) = ass(v),
for each T € T%, for each o € A,

T%*(ta)(u) is defined )

iff T, (7)(u) is defined and A(a)(T\*°(7)(u)) is defined, and
if T, (ta)(u) s deﬁAned

then Ty (Ta)(u) = A(e) (T (1) (u)).

I will call T, the X term interpretation function with respect to | under a variable assign-
ment in |, ass. Each ¥ term is interpreted as a partial function from U to U. The colon
denotes the identity function in U. A variable, v, denotes a constant total function from U
to U, where each element of U is assigned the entity in U or the chain of entities in U that
the variable assignment in | assigns to v. Finally, the meaning of complex ¥ terms results
from functional composition of the denotation of each of the symbols of the expanded at-
tribute set succeeding the colon or variable in reverse order of their appearance in the X
term, and the meaning of the colon or variable. Note that only ¥ terms which begin with a
variable which is followed by a (possibly empty) string of the reserved symbol > may map
elements of U to chains of entities of U. All other terms denote functions which, if they are
defined on any entity of the universe at all, may only map them to entities of U. Notice
also that, in case 7 begins with a variable, v, the value of 7)**(7)(u) and the question of
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whether it is defined is independent of u, because it depends entirely on ass(v). I will say
that a ¥ term, 7, is defined on an entity, u, iff 7 begins with the colon and T;%*(7)(u) is
defined.

The ¥ term interpretation functions 7,*** will later be convenient for defining the mean-
ing of ¥ matrices, in particular for tagged > boxes. For pinning down the set of components
of an entity u in an interpretation, Co|', reference to X terms starting with the colon suffices:

ass

Definition 11 For each signature ¥ = (G,C, S, A, F, R, AR), for each ¥ interpretation
I =(U,S,AR), and for each u € U,

for some ass € Ass,

for some m € A*,
T (:m)(u) is defined, and
o = T () ()

Cof=<¢u €U

I will call Co}' the set of components of u in |. Informally, DEFINITION 11 limits the set of
components of an entity u in | to those entities in U which are accessible from u by ¥ terms
defined on u. The denotation of :7 is obviously independent of the variable assignment in
I, since there is no variable in :7.

The last definition before we get to the meaning of ¥ matrices is in fact just a nota-
tional convention for writing down variable assignments. It is formed after the well known
notational conventions of any standard logic which comprises quantification:

Definition 12 For each signature X, for each 3 interpretation | = (U,S,A,R), for each
ass € Ass,, for each v € VAR, for each w € VAR, for each u € U,

ass%(w):{ u ifv=w

ass(w)  otherwise.

For each variable assignment in I, ass, ass® is just like the function ass, except that it
assigns entity u to variable v.

Next I define the interpretation =*° for ¥ boxes and A{** for ¥ AVM formulae. Fol-
lowing the syntactic structure of the logical languages I have to first define the meaning of
Y boxes, in order to be able to define the meaning of AVM formulae in which they may be
contained.

What is interesting about the meaning of ¥ boxes is that it is defined relative to X
terms which lead to them. To see how this works, take the maximal »; matrix of the
consequent of the HEAD FEATURE PRINCIPLE from Example (5a), repeated in (6a) for
convenience:

[phrase

-cat
CAT HEAD [T [head]

[sign

H_DTR cat
CAT

(6) a.

I HEAD [1] [head]
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[sign

b. CAT cat
HEAD [T [head)

cat
HEAD [1] [head)

The ¥, boxes in (6b) and (6¢) are both parts of the consequent of the HEAD FEATURE
PRrRINCIPLE. In fact, the ¥; box in (6¢) occurs twice in (6a). The meaning of the ¥
matrix in (6a) will be defined as being composed from the meanings of the 3; matrices
embedded in it, in combination with the meanings of the ¥; terms which lead to them.
Thus the meaning of the ¥; matrix depicted in (6b), when interpreted as part of (6a),
will be obtained by considering the term : H_.DTR’ as well as the embedded matrix itself.
The meaning of the matrix in (6¢) will vary depending on which occurrence in (6a) we
consider: The meaning of its first occurrence from the top will be obtained by considering
the term ‘: CAT’ plus the matrix; the meaning of its second occurrence will be obtained by
interpreting the term “: H_-DTR CAT’ plus the matrix.

Logical connectives in boxes receive a classical interpretation, but always under the
assumption that the term leading to the box is defined on the objects in the denotation of
the expression.

Definition 13 For each signature ¥ = (G,C, S, A, F, R, AR), for each 3 interpretation
= (U,S,A R), for each ass € Ass|, Z** is the total function from the Cartesian product
of T* and BOX* to the power set of U such that

for each 7 € T=, for each o € G, for each on € A, ..., for each oy, € A, for each
By € BOX®, ..., for each (3, € BOX®,
T%%(7)(u) is defined,

T (T ()(w)) E o,
= T =<u €U forallie N such that 1 <i<n, p,
T (Toy)(u) is defined, and
u € Eflss(TOéi, ﬁz)
for each 7 € T, for each 3 € BOX®,

Zoss (7, -3) = {u cu ’TI‘”S(T)(u) is deﬁned} N (U\E(, B)),

an B

for each T € T, for each By € BOX®, for each (B, € BOX,

ass( [61 /\52]) — _ass(T ﬂl) N _ass(T’ ﬁ2>;

for each T € T, for each By € BOX®, for each (B, € BOX,

ass( [61 \ 52]) — _ass(T ﬂl) U _ass(T’ ﬁ2>;
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for each T € T, for each By € BOX®, for each (B, € BOX,

E( (B = Ba]) = (U\EP (7, 8)) UEM (7, Ba),

for each T € T, for each By € BOX®, for each (B, € BOX>,

Ei°(7, [61 = Bo]) = (VN[ (7, 51))N(U\E (7, 52)))U(E (7, B1)NZ (7, B2)),

and

for each T € T%, for each v € VAR, for each 8 € UBOX>,

T (1) (u) is defined,
Zes(r,v B) = u e U|T%(7)(u) = ass(v), and
u € = (T, )

[ will call =*° the X box interpretation function with respect to | under a variable assignment
i |, ass. The meaning of a ¥ box is given by a function which maps a ¥ term and the
Y} box to a set of objects. The idea is that the term will be determined by how deeply the
Y box is nested in a maximal ¥ matrix. We can think of the term as being the result of
collecting all the attributes which must be traversed in wandering from the left bracket of
the maximal > matrix to the ¥ box in question, and concatenating them in the order in
which they are encountered. Moreover, the term starts with the variable (or colon) which
is used as the (obligatory) tag of the maximal ¥ matrix.

= is then defined in such a way that—if there is no negation involved, and 7 starts
with the colon—the ¥ term must be defined on the objects denoted by the ¥ box relative
to the given term. Intervening negation symbols (or implication) may of course reverse the
condition that a term leading to a nested ¥ box must always be defined when determining
the overall meaning of a maximal ¥ matrix containing negation symbols. This can easily be
seen by considering the effect of the set complement operation in line 8 of DEFINITION 13
upon the denotation of the nested ¥ box 3 relative to the ¥ term 7 if 3 is a box which
contains at least one attribute.

The final interesting case occurs in line 19, which concerns tagged ¥ boxes. The de-
notation of a tagged ¥ box relative to a ¥ term 7 is very similar to the corresponding
untagged ¥ box, except that here we see the additional condition that the object v’ which
the variable assignment in | assigns to the variable used as the tag must be the very same
object in | which is also the result of applying the function named by 7 to u. Loosely
speaking, we may say that the tag must anchor the denotation of 3 exactly at the object
u' pointed to by 7. If this construct occurs in the scope of negation, these conditions might
of course change.

On the basis of the ¥ box interpretation functions it is now straightforward to define
the interpretation functions for > AVM formulae. For the interpretation of the atomic X
AVM formulae which are also tagged ¥ boxes, we can use the box interpretation functions
by taking the tag of the box as the term argument and the remaining untagged box as the
box argument of the interpretation function. Intuitively, the box will then be interpreted
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relative to the object to which the tag points. For relational ¥ AVM formulae, for X
AVM equations and for quantificational expressions we can use the same definitions as for
the description language of RSRL in [Richter, 2004a]. Note the restriction to components
(and chains of components) of the denoted objects in the universe in the definition of
quantification. This restriction reflects our earlier assumptions about the connectedness of
the structures which our formal languages characterize. The logical constants are given a
classical denotation using set complement, intersection and union:

Definition 14 For each signature ¥ = (G,C,S, A, F, R, AR), for each ¥ interpretation
| = (U,S,A,R), for each ass € Ass;, A™* is the total function from AVM> to the power set
of U such that
for each v € VAR', for each 3 € UBOX™,
AP (v §) = 51 (v, 8),
for each p € R, for each vi € VAR, ..., for each var() € VAR,
AP (p(vr, - varg)) = {u € U |{ass(w), ..., ass(var(p) ) € R(p) },
for each vi € VAR', for each vs € VAR',
AP (o = v9) = {u € U | T (v1) () = T (v2) (u) |

for each v € VAR, for each k € AVM*,

A (Ju k) = {u cu

for some u' € Co}',
ue N (k) ;

for each v € VAR, for each k € AVYMZ,

AP (Vo k) = {u cU

for each u' € Coy',
ue DT (k) }

for each k € AYM*,
AP (—r) = UNAPM (k)
for each k1 € AVM®, for each ko € AYMZ,

AP (k1 A K2)) = AP (k1) N AP (ka),
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for each k1 € AVM®, for each ko € AYMZ,
AP (k1 V R)) = AF (k1) U A (k2),
for each k1 € AVM®, for each ko € AYMZ,
A (k1 = ko)) = UNAP (£)) U A (r2),
for each k1 € AVM*®, for each ky € AYM*, and
A (51 < r2)) = (WA (k1)) N (UNA* (K2))) U (A7 (k1) 0 A (2)).

I will call Af** the ¥ AVM formula interpretation function with respect to | under a variable
assignment in |, ass.

The meaning of n-ary relational ¥ AVM formulae, p(x1, ..., z,), depends on the sets of
n-tuples of entities (and chains of entities) in the interpretation of the relation symbol p,
R(p). Their meaning is simply a function of whether or not the given variable assignment
in | is such that it assigns to the tuple of variables x; to z,, a tuple of entities (and chains of
entities) which is in the interpretation of p. If the tuple of entities (and chains of entities)
is in the interpretation of p, the relational expression denotes the entire universe of objects;
otherwise it denotes the empty set. The denotation of relational ¥ AVM formulae therefore
depends entirely on the choice of the variable assignment in I, ass.

While this might seem strange at first, the reason for this definition becomes clear when
we consider what we want to use our logical languages for. The description languages are
supposed to give linguists the freedom to introduce any relations they might discover to be
necessary for the description of human languages. Since we cannot anticipate the relations
which linguists might want to use in the future, linguists have to be able to define the
meaning of new relation symbols themselves within the formalism according to their needs.
The resulting relation principles in their grammars will determine which entities must be in
the denotation of the relation symbols in models of the grammars. These relation principles,
just like all other grammatical principles, will be ¥ AVM formulae without free variables.
All variables in all principles will be bound by a quantifier. Under these circumstances the
apparent arbitrariness of the meaning of relational ¥ AVM formulae will vanish, since the
relation interpretation function, R, of models of grammars will be fixed in a sensible way
by relation principles; and the meaning of > AVM formulae without free variables will turn
out to be independent of the choice of the variable assignment in I.

In order to prove this last claim, we first have to define an auxiliary function which, for
each X AVM formula, gives us the sets of variables which occur free in it. We will need
this function not only to prove our claim, but also to define the set of ¥ AVM formulae
without free variables. These we will need to define the notion of a grammar.

Definition 15 For each signature ¥ = (G,C, S, A, F, R, AR),

FVAYM () =),
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for each v € VAR, FVAYM (v) = {v},

for each T € T, for each a € A, FVAVM (ra) = FVAM (1),

for each o € g, for each oy € A . for each o, € A, for each 3, € BOX*, ...

each 3, € BOX>,

g
ar B

FyAVM = {v € VAR

for some i€ {1,...,n},
ve FVAM(3,) ’

an Bn

for each 8 € BOX*, FVAYM (-3) = FVAVM (),
for each 31 € BOX®, for each (35 € BOX*,

FVAYM([B1 A Bo]) = FVAYYM (1) U FVAYY (),
for each 31 € BOX®, for each 35 € BOX®,

FVAM (B v Ba]) = FVAY (B1) U VAT (6,),
for each 31 € BOX®, for each 35 € BOX®,

FVAM([By — fa]) = FVAYM (51) U FVAVY (5y),

for each 31 € BOX®, for each (35 € BOX*,

FVAM([B) < Bo]) = FVAYM (3) U FVAYM (3y),
for each v € VAR', for each € UBOX®,

FVAM (v 8) = FVA¥ (0) U FVAYM (),
for each p € R, for each vi € VAR, ..., for each var(y € VAR,

FyAVM (p(vl,.. L UAR(p )) ={v1,.. ., Var() }
for each v1 € VAR', for each vy € VAR,

FVAYM (v = vy) = FVAYM (0) U FVAYM (vy),
for each v € VAR, for each k € AYM*,

FVAYM(Jy i) = FVAYM()\{v},

, for
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for each v € VAR, for each k € AVYMZ,
FVAYM(vy k) = FVAYM ()\{v},

for each k € AVMZ | FVAYM (k) = FVAVM (i),
for each k1 € AVM®, for each ko € AYMZ,

FVAYM (51 A kg)) = FVAYM (i) U FVAYM (i),
for each k1 € AVM®, for each ko € AYMZ,

FVAYM (51 V ky)) = FVAYM (k) U FVAYM (i),
for each k1 € AVM®, for each ko € AYMZ,

FVAYM (k) — ky)) = FVAYM (k) U FVAYM (1),
for each k1 € AVM®, for each ko € AYMZ,

FVAYM (51 5 ky)) = FVAYM (k) U FVAYM (k).

For each signature &, FVAYM is defined for ¥ terms, ¥ boxes and ¥ AVM formulae and
assigns a set of variables to each of them. I will say that the variables in the set assigned
to an expression by FVAY™ occur free in that expression.

As we have already seen above, the meaning of arbitrary expressions may depend on the
choice of the variable assignment in | under which an expression is evaluated. PROPOSI-
TION 1 states that if two variable assignments in | agree on the values which they assign to
the free variables in a ¥ term, a X box or a > AVM formula, then the term, box or formula
denote respectively the same partial function (in the case of terms) or set of objects (in
the case of boxes and formulae) under the two variable assignments in I:

Proposition 1 For each signature 3, for each ¥ interpretation |, for each ass; € Ass,
for each ass, € Ass,

for each T € T*,

if for each v € FVAYM (1), assi(v) = assa(v)
then T\"*** (1) = T,"***(1),

for each T € T, for each 3 € BOX>,

if for each v € (FVAVM(T) U FVAVM(B)), ass1(v) = assa(v)
then 2/ (1, 3) = £/** (1, 3), and
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for each k € AYM*,

if for each v € FVAYM (), ass,(v) = assy(v)
then A/ (k) = A2 (k).

This result will become important for the meaning of grammatical principles. Grammatical
principles are always > AVM formulae in which no variable occurs free. Since I will
often need to refer to this set of formulae, I will introduce a distinguishing notation and
terminology for it: Let AVMZ be the set of ¥ AVM formulae without free variables. I will
call each element of AVM3 a ¥ AVM description. When working with a fixed signature, I
will simply refer to them as AVM descriptions:

Definition 16 For each signature X3,
AVME = {k € AVM® | FVAYM (k) = ()},
As a corollary of PROPOSITION 1 we immediately get the following result:

Corollary 1 For each signature 3, for each k € AVMS, for each ¥ interpretation |, for
each ass, € Ass), for each assy € Ass,

AP (R) = A (K).

According to COROLLARY 1, the meaning of ¥ AVM descriptions is independent of the
choice of the variable assignment in I. Thus in ¥ AVM description interpretation functions
with respect to | we can ignore particular variable assignments:

Definition 17 For each signature 3, for each % interpretation | = (U,S,A,R), A, is the
total function from AWD’% to the power set of U such that for each k € AWM%,

A(k) = {u eU

for each ass € Ass,
u € A3(9) '

I will call Ay the ¥ AVM description interpretation functions with respect to 1. As one
would expect, this is entirely parallel to the original denotation function for descriptions
in the original syntax of RSRL.

Before we move on to the meaning of sets of ¥ AVM descriptions (and thereby to
the meaning of entire grammars), I will briefly discuss a few illuminating examples. For
this purpose I will repeat the ¥; interpretation from (2b), and introduce five ¥; AVM
descriptions. Henceforth I will call the interpretation depicted in (7a) |y, where |; =
(U1,S1,Aq,Ry). For simplicity I will sometimes call entities in U; entities in |;.
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(7) a.

member = {(5,0), (2,1), (5,3),(8,9),(7,7)}

Fa
@ waiis

append = {(8,8,8)}

b. : [cat} Vo [elist}

[list

FIRST [uther]
REST |elist]
=cat

HEAD  [noun]

| SUBCAT [elist] ||

fword
PHON
C.
CAT
d. —: [verb}

e. dg [elist]

f. V@ [elist]

39

According to the ¥; AVM formula interpretation function with respect to |; which
follows from DEFINITION 14, the description (7b) denotes the subset of those entities in
U; which are in the denotation of : [cat| or in the denotation of : [elist]. Following this back
to the ¥; box interpretation function with respect to |I; as provided by DEFINITION 13,
these are those elements of U; which are either of species cat or of species elist (line 6 of
DEFINITION 13, with 7 = :). This is, however, the set of entities labeled by the integers
3,4, 6 and 8 in (7a). This is of course what we would intuitively expect under a natural
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reading of : [cat] V : [elist]. It denotes the set of entities of sort cat or of sort elist in the given
interpretation.

(7c) is a much more complex ¥; box in the sense that here one maximal matrix con-
tains six non-maximal matrices. In order to determine the denotation of (7¢) in Iy, line 6 of
DEFINITION 13 is again crucial, this time including the recursivity of the ¥; box interpre-
tation function for nested boxes. According to this definition, (7c) denotes the subset of all
entities in U; such that they are of sort word, the terms :PHON, :PHON FIRST, :PHON REST,
:CAT, :CAT HEAD, :CAT SUBCAT, are defined on them, and their values on each entity in
question are labeled respectively by subsorts of list, uther, elist, cat, noun, and elist. The
only entity in I; which fulfills all of these requirements is the word entity labeled 0.

(7d) is a very simple description. According to DEFINITION 14 and DEFINITION 13 it
denotes the set complement of the set of those entities in |; which are in the denotation of
: [verd]; or, in other words, the set of all entities in |; which are not of species verb. (7d)
thus denotes the set of all entities in |y, with the exception of the one with label 9.

(7e) is an example of existential quantification. According to the clause concerning
existential quantification in DEFINITION 14, 3@ [@ [elist] denotes the set of entities, u, in
U; such that there is a component ' of u which is in the denotation of [@ [elist], with ass
assigning v’ to . Again, according to line 6 of DEFINITION 13, these u' must be of sort
elist. In short, I [@ [elist] is the set of those u in U; which have a component of sort elist.
This gives us the set of entities labeled 0, 1, 3, 4, 6 and 8.

(7f) illustrates the meaning of universal quantification in RSRL. In contrast to existen-
tial quantification, the universally quantified expression denotes the set of all entities in U;
such that all of their components are of sort elist. This yields the set of entities labeled 3
and 6.

We can now use the ¥ AVM description interpretation functions with respect to | to
determine the meaning of sets of ¥ AVM descriptions, which we will need to determine the
meaning of grammars with sets of grammatical principles. Collections of grammatical prin-
ciples will of course be formulated as sets of AVM descriptions, just like in symbolizations
of the grammar of English in [Pollard and Sag, 1994]. I will call sets of ¥ AVM descriptions
a Y theory. The idea is that X theories denote those objects in ¥ interpretations which are
described by every AVM description in the theory:

Definition 18 For each signature 33, for each X interpretation | = (U,S,A,R), ©1AVM s
the total function from the power set of AVMZ to the power set of U such that for each
0 C AVM3,

VM (g) = {u eV

for each k € 0,
u € Ay(k) '

I will call O™ the ¥ theory denotation function with respect to I. Before we take a closer
look at this, we will define what a grammar is:
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Definition 19 T' is a grammar iff

[ is a pair (X, 0),
Y. is a signature, and
0 C AV,

A grammar is simply a pair consisting of a signature ¥ and a ¥ theory.

We are now in a position to write a small grammar based on our small signature >,
from Figure 1.1 on page 21. The principles of this grammar are modeled according to the
principles of actual HPSG grammars, but everything is kept extremely simple. The theory
of our small grammar, (3, 6;), contains only five ¥; AVM descriptions, the principles of
the grammar. They are enumerated in (8). Each principle is assigned a name reminiscent
of corresponding principles in more comprehensive grammars. Each principle is preceded
by its formulation in natural language.

(8) a. WORD PRINCIPLE:

There are two words in the grammar: The noun Uther and the intransitive verb
walks, which takes a noun as its argument.

: [word ] —
word
[list
[word 1 PHON [FIRST [walks}
[list REST [elist]
PHON |FIRST [uther] Ccat 7
REST [elist] VR HEAD  [verb]
:cat list
CAT |HEAD [noun] CAT cat
i SUBCAT [elist] || SUBCAT |FIRST [HEAD  [noun]
SUBCAT [elist]
i REST |[elist] |

b. ID PRINCIPLE:

In each phrase the single element on the SUBCAT list of the head daughter is
identical with the CAT value of the non-head daughter, and the entire phrase has
an empty SUBCAT list.*

4The consequent of this ID PRINCIPLE is very similar to a HEAD SUBJECT SCHEMA, with a SUBCAT-
EGORIZATION PRINCIPLE built in.



CHAPTER 1. THE MATHEMATICAL FRAMEWORK: RSRL

[phrase
-cat

CAT SUBCAT [elist]]
:sign

cat
: [phmse} — A H-DTR list

CAT | suBcaT |FiRST [@ [ cat]
L REST |[elist]
_sign

NH-DTR CAT [cat}]

c. HEAD FEATURE PRINCIPLE:

In each phrase, the HEAD values of the phrase and of the head daughter are
identical.

[phrase

cat
CAT HEAD [1] [head]

: [phmse} — J1 : -
sign

H_DTR CAT cat
HEAD [1] [head]

d. CONSTITUENT ORDER PRINCIPLE:

In each phrase, the phonology of the mother is the concatenation of the phonologies
of the non-head daughter and the head daughter, in this order.

[phrase
PHON [list]

sgn
: [phmse} — J1] Jd2] 33] : [H-DTR [PHON [list}] A append((],[2},[3])

NH_DTR sign
- PHON [T [list]

e. APPEND PRINCIPLE:

An entity, u, in an interpretation, I, is described by the APPEND PRINCIPLE if
and only if for each triple, [, [, [3, of components of u, one of the following two
conditions holds: (1) @ is of sort elist, 2] is of sort list and [3] is identical with [, or
(2) the first element on list [1] is identical with the first element on list [3], and the
rest of list @, the list 2] and the rest of list [3] are also in the append relation of I.
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VavizV3
(letis] A Eftist] A = 1) V
list list
append ([, 2, B]) < FIRST [4][top]| A [3]| FIRST [ [top]
SEEEE REST [5] [list] REST [6] |list]

A append([s], [2I, [6])

When we check the denotation of the set of descriptions consisting of the the principles
(8a)—(8d) of the grammar (X1, 6;) in the interpretation |y, we find that it denotes the entire
universe, U;. As far as the principles (8b)—(8d) are concerned, this is entirely trivial: since
there is no entity labeled phrase in |y, the negation of the antecedents (which is : [phrase] in
all three principles) denotes the entire universe of entities. Only the WORD PRINCIPLE is
slightly more interesting: since there is an entity labeled word in |y, this entity (0) must also
be in the denotation of one of the disjuncts in the consequent of the WORD PRINCIPLE.
But, as we have already seen in example (7c), this is the case for the first disjunct, which
is identical to (7c). Therefore the WORD PRINCIPLE also denotes the entire universe of
entities in ;.

The situation becomes more complicated when we also consider the APPEND PRINCI-
PLE, (8¢). For the APPEND PRINCIPLE to be true of an entity u, all triples of components
of u which are in the denotation of the variables [1, 2] and [3] in a disjunct of the formula
to the right of the bi-implication symbol must, in the case that the formula is true of an
entity, be in the denotation of append. Conversely, for the APPEND PRINCIPLE to be true
of an entity u, all triples of components of u which are in the denotation of append must
be in the denotation of the variables [1], 2] and [3] in a disjunct of the formula to the right
of the bi-implication.

In the given interpretation, l;, only the triple (8,8,8) is in append.” Evidently this
means that all u in |; which have entity 8 as a component are not in the denotation of the
APPEND PRINCIPLE, since entity 8, being of species cat, cannot be in the denotation of a
single matrix tagged with [, 2] and [3] in the conjuncts (of the two disjuncts) on the right
hand side of the bi-implication. This means that entity 8 is not in the denotation of the
APPEND PRINCIPLE, because entity 8, as any other entity in a universe, is a component
of itself.

Inspecting the formula ¢ to the right of the bi-implication symbol reveals, furthermore,
that among other triples, triples with the same elist entity «' must be in append for any
entity u with component «’, in order to possibly be in the denotation of the APPEND
PrincIPLE. This is so because the first disjunct of ¢ and the bi-implication ensure the
following: if @, @ and [3] refer to the same elist component ' of an entity, then (v, ', u’)
must be in R(append). But this requirement excludes 0, 1, 3, 4, 6 and also 8 from being
in the denotation of the APPEND PRINCIPLE.

What about the remaining entities, 7, 9, 5, and 27 Since none of them are labeled by a
maximal specific subsort of list, we can show that none of them can be in the denotation of

>To be more precise, only the triple of the entity labeled 8 is in append.
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a matrix tagged [, 2] or 3] in a conjunct to the right of the bi-implication symbol. At the
same time, none of them occur in a triple in append in |;. As we have already observed,
(8,8,8) is the only triple in append. The set of entities 2, 5, 7, and 9 is thus the set of
entities in the denotation of the APPEND PRINCIPLE.

From the argument above we conclude that our grammar (3;,6;) denotes the set of
entities 2, 5, 7 and 9 in U; under the theory denotation function with respect to I;.

We do not only want to know which entities in an arbitrary interpretation are in the
denotation of our grammars. Clearly, most interpretations of signatures will be uninter-
esting, and determining which entities in them are in the denotation of a given grammar
is not the ultimate purpose of writing grammars. With grammars we want to characterize
certain interpretations as well-formed with respect to our theory of language: these in-
terpretations should behave as our theory predicts, and (some of) them are arguably the
ones which we are interested in. A minimal requirement pointing in this direction is that
a relevant interpretation be a model of a grammar:

Definition 20 For each grammar I’ = (X, 60), for each 3 interpretation | = (U,S,A,R),
| is a T model iff VM (9) = U.

In (¥, 0) models (U, S, A, R), each entity in the universe of entities, U, is in the denotation of
each principle of grammar in 6. In light of the idea that linguistic structures are connected
collections of entities under a topmost entity in interpretations, the notion of a I' model
expresses a requirement to the effect that each entity in each structure must obey all
principles of grammar. The requirement that an interesting interpretation be a model of a
grammar is a minimal requirement necessary for characterizing those interpretations which
linguists intend to describe with their grammars. For example, relation principles such as
the APPEND PRINCIPLE will be obeyed by models of the grammar (3;,6;), thus giving
the relation symbol append the meaning which it should have and which is necessary in
order to give the relational formula in the CONSTITUENT ORDER PRINCIPLE the intended
restrictive force. As soon as append no longer has a meaning consistent with the APPEND
PRINCIPLE in an interpretation, i.e. as soon as it is no longer a model of the APPEND
PRINCIPLE, even the fact that the interpretation is a model of the CONSTITUENT ORDER
PRINCIPLE no longer guarantees that the phonology of a phrase is a concatenation of the
phonology of its head daughter and its non-head daughter, because append might have an
unexpected denotation.

In the next section we will investigate further conditions on models in order to narrow
down the class of structures which are good candidates for the meaning of grammars. In
this discussion we will also introduce assumptions about the structure of language which
are typically embodied in HPSG grammars, and we will consider the intended empirical
relevance of models of grammars. This will be of immediate consequence for the purposes
and status which we can ascribe to the semantic structures in the denotation of RSRL
grammars.

Before we turn to a first examination of the meaning of grammars, we will discuss a
final example of a relation principle. Equipped with the notion of models of grammars,



1.1. DESCRIPTION 45

we are now in a position to see that relation principles which fix the meaning of relation
symbols do indeed lead to intuitively correct denotations of relation symbols in models of
grammars. A first example of this kind of relation principle was the APPEND PRINCIPLE
in example (8e), although we did not consider its denotation in models of (¥, 6;).

The MEMBER PRINCIPLE in (9) is significantly simpler than the previous relation
principle, the APPEND PRINCIPLE of (8¢). With the MEMBER PRINCIPLE we mean to
express the relation of list membership. Intuitively, an entity is a member of a list entity
just in case it occurs somewhere on the list under the list entity in question; and every
element on a list under a list entity must be in the membership relation to every relevant list
entity. Of course, the property of list membership is always formulated with respect to the
encoding of lists through certain configurations of entities in the universe of interpretations.
Under our signature ¥, the property of occurring on a list must be expressed using the
sort symbols list, nelist and elist and the attributes FIRST and REST, which provide access
to the first element on a list and the tail of that list.5

The MEMBER PRINCIPLE fulfills all of the conditions we have just discussed:

(9) MEMBER PRINCIPLE:

list
|:FIRST [topﬂ v
Vvz | member ([, @) <

list
REST [topﬂ A member ([T, ))

I3 ( {
Now assume that our second grammar, (3, 65), is just like our first grammar, except
that we add the MEMBER PRINCIPLE to 6; in order to obtain 6.
The ¥; interpretation |y = (Us, So, Ao, Ro) in (10) is a (31, 62) model.

6In Section 3.1 we will have the opportunity to briefly investigate the abstract properties of parts of
signatures which encode lists in RSRL grammars.
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(10) A picture of interpretation lo:

SUBCAT &

roun @
er’f;rii
member = {(6, > (7,2),(7,3).(8,2),(8,3),(8,4)}
(2,5,2),(3,5,3), (4,5,4), (5,2,2),(5,3,3), (5,4, 4), (5,5,5),
i) 6 11 (11, (5,12,12), (11,2,2), (11,3, 3), (11,4, 4), (11,5, 5),
append = (11,11,11>,(11 12,12), (12,2,2), (12,3,3), (12,4, 4), (12,5, 5),
(12,11,11), (12,12, 12)

The interpretation |l is a model of the MEMBER PRINCIPLE because each element on
the lists, represented as the FIRST values of nelist entities, is in the member relation with all
nelist entities preceding the nelist entity whose FIRST value it is; and each element is in the
member relation with the nelist entity whose FIRST value it is. With the characterization
that ‘nelist entities precede an nelist entity,” u, I designate the nelist entities from which
can be reached following a sequence of REST arcs. For example, the nelist entity 2 precedes
the nelist entities 3 and 4 in |,.

The reader may also confirm that |, is a model of 8, because all entities in Uy are in
the denotation of each principle of 8;. This is particularly easy to see for the principles
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(8a)—(8d), since all entities are in the denotation of the negation of the antecedents of these
principles. There are simply no words or phrases in this model of the grammar. It is much
more difficult to verify for the APPEND PRINCIPLE. The append relation which is a model
of the APPEND PRINCIPLE is only given here to illustrate a very common although non-
trivial relation principle. At the same time it may remind the reader of the real complexity
of apparently innocuous HPSG principles.

1.2 Meaning

Models of RSRL grammars consist of configurations of entities which, if the symbolization
of the grammar does not contain mistakes, agree with the generalizations of the grammar
writer about the shape of expressions in the natural language: every entity in a model is
such that all linguistic generalizations, expressed as a set of principles of grammar, are true
of it. This is the reason why models immediately seem to be good candidates for structures
in which the predictions of a grammar can be observed.

However, it is easy to see that models are not uniquely determined by grammars. Any
realistic grammar of a natural language has a huge number of, or infinitely many, models;
and each pair of models usually comprises non-isomorphic configurations of entities. It is
very easy to see that these models differ with respect to their configurations of entities in
ways which are crucial for the linguist. One model of a correct grammar of English may
contain a configuration for the sentence Mary is sleeping, whereas another may not. As
long as we do not introduce additional assumptions about relevant models, a model may
contain one or more sentences, words, or well-formed component configurations thereof. To
take our grammar (¥, 65) from the previous section as an example, we may note that the
(X1, 62) model |y presented in (10) does not even contain the single sentence Uther walks,
which is licensed by this grammar; neither does |y contain the two words Uther or walks,
which are described in the lexicon of (¥, 65). It is a model containing no sign at all.

An arbitrarily chosen single model obviously does not necessarily reflect the entirety
of the predictions of a grammar. The meaning of a grammar cannot thus be given in
terms of an arbitrary model. In addition, there are empirically significant questions about
a grammar which cannot be answered by choosing just any model. For example, a very
natural question for a linguist to ask is the question whether a grammar overlicenses or
underlicenses a given natural language. Following [Richter, 2004a, p. 90f.], these two terms
are formed in analogy with the two terms overgeneration and undergeneration, which are
known from traditional generative grammar. Given our notion of a model of a grammar,
we can explain their analogues ‘overlicensing’ and ‘underlicensing’ as follows: A grammar
overlicenses just in case there are models which contain configurations of entities (taken
to be utterances) which should not be in the language, because they are ungrammatical.
It underlicenses just in case the grammar does not license configurations of entities (again
taken to be utterances) which are deemed to be in the language, since they are judged to
be grammatical expressions of the language by every native speaker of the language.

In the explanation of overlicensing and underlicensing, we quantified over the collec-
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tions of all models of grammars. The question arises whether it is possible to pin down
either a single model or an appropriate class of models which could be used instead. These
‘intended’” models should have the property of containing everything we know about the
configurations of a language relative to a given grammar. Such models would be interesting
because they would reliably reveal more properties of a grammar than the arbitrary mod-
els we considered before. If we can characterize models which embody the entirety of the
predictions of a grammar in general terms, we gain access to models whose investigation
could lead to the discovery of interesting facts about the structure of natural languages,
especially by a comparative study of models of different languages. A precise characteriza-
tion of the ‘intended’ models of a grammar might also be a good starting point for stating
a meaningful and strong necessary condition for what it means for a grammar to be true of
a natural language. The formulation of such a condition can be achieved by clarifying the
relationship between the intended models and the natural languages which linguists want
to describe with their grammars.

The simplest way of obtaining a model comprising all the predictions of a grammar
seems to be to take a model comprising all possible models of a grammar, because it
should contain everything which a given grammar can possibly describe. However, there
are immediate unfortunate consequences which make this move undesirable. On the tech-
nical side, the described model would no longer be a set but a proper class. On the
conceptual side, the model would indeed contain every entity for which the grammar is
true according to its configurational properties. This will include all kinds of non-linguistic
entities, including—to give a concrete example—models built from mathematical entities.”
However, these non-linguistic entities cannot be excluded from models through definitions,
because there is no well-defined property of being linguistic. The large model of all possible
models would thus be a bad candidate for a theory of grammatical truth in linguistics.

Paul King was the first to note and discuss the problem of how to capture the empirically
important notion of truth of a grammar with respect to a natural language in the context
of a mathematically rigorous HPSG formalism.® Using a characterization which slightly
differed from the one I gave, King already pointed out the unwanted consequences of
assuming the comprehensive maximal model I sketched above. He studied a sequence of
apparently plausible interim hypotheses which formulated different necessary conditions for
what it means for a grammar to be true of a language, and thus revealed the shortcomings
of various seemingly reasonable options for formulating this kind of condition. As a result
of his careful study, [King, 1999, p. 343] proposed the following condition of grammatical
truth, formulated in three interdependent sub-conditions:

A grammar (3, 6) is true of a natural language only if

"Mathematical models of (R)SRL grammars are known from the investigation of model-theoretic prop-
erties of grammars in the literature. They are typically built as canonical models which have a particularly
transparent structure. The existing proposals are summarized and compared in [Richter, 2004a].

8In [King, 1999]. King’s discussion is technically precise in terms of the SRL (Speciate Re-entrant
Logic) formalism. All relevant properties of SRL carry over to RSRL. Moreover, each SRL grammar can
be expressed as an RSRL grammar. See [Richter, 2004a] for discussion.
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1. the natural language can be construed as an interpretation, I, of the signature X,
where | is a system of possible linguistic tokens,

2. each description in 6 is true of each entity in the natural language, i.e., the natural
language, |, is a (3, 0) model, and

3. some description in @ is false for a component of each entity, v/, in any Y interpreta-
tion, I', for which no entity u in the natural language, |, has isomorphically configured
components.

To a large extent Conditions 1 and 2 only express assumptions which are inherent al-
ready in choosing RSRL as the formalism for formulating generalizations about languages.
The only statement in these two conditions which goes beyond that is King’s assumption
that the interpretations of interest are systems of possible tokens. This stands in sharp con-
trast to the more widespread idea that models of linguistic grammars should be understood
as systems of types. It was this aspect of King’s theory which led to objections to King’s
theory of linguistic truth. For the moment I will not take a position on the difficult issue
of the type-token debate, and I will postpone comments on the choice between types and
tokens as adequate objects of the study of language until we have investigated a grammar
and its models more closely. I will come back to this topic in Section 2.4.

Condition 3 finally goes well beyond what is already implicit in the structure of a for-
malism employing descriptions and their denotation. King’s third condition introduces the
crucial aspect of comprehensiveness to the requirements. It makes the complete collection
of all possible models of a grammar relevant for the formation of the intended models.
The essential idea is that the intended models collect images of the configurations in all
possible models. Its objective is to make the intended models big enough so that they
contain all possible shapes of configurations of entities which a grammar licenses, without
necessarily containing all entities in the world which are configured in the right way. This
is crucial in order to avoid the presence of non-linguistic entities in the interpretation. At
the same time the formulation of the condition is liberal enough to obtain structures which
can be understood as a system of possible tokens. This is achieved by not determining the
possible number of isomorphic configurations in the intended models. King’s formulation
of the condition also avoids the unfortunate consequence of turning models which are big
enough to capture all predictions of the grammar into a proper class.

How the third condition works can best be seen by considering a slight reformulation
of it. It can be re-stated equivalently as saying that whenever there is an entity u together
with its configuration of components in a model of the grammar, then the intended model
contains at least one isomorphic copy of u and its configuration of components. Restrict-
ing the requirement of completeness to requiring an undetermined number of isomorphic
copies of each possible configuration (instead of requiring the presence of each and every
appropriately shaped configuration) is King’s way of avoiding non-linguistic entities in the
intended models of grammars and of maintaining the set-size of models.

The class of models of a grammar whose shape complies with King’s conditions is called
the class of ezhaustive models of the grammar. One straightforward possibility to define
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the exhaustive models of a grammar is shown in DEFINITION 21:
Definition 21 For each grammar T’ = (¥, 60), for each 3 interpretation |,

| is an exhaustive I' model iff

| is a I' model, and
for each §' C AVMY | for each X interpretation I,

if I is a T model and OVM(0') # (O then 6VM(0') #£ 0.

An exhaustive I' model, |, is a I' model such that any theory which has a nonempty
denotation in any other I' model also has a nonempty denotation in |. This means that
an exhaustive I' model contains indiscernible counterparts to all configurations under an
entity that occur in some model of I'. We can say that a grammar is true of a natural
language if the natural language is an exhaustive model of the grammar.

Instead of defining exhaustive models on the basis of the denotation of theories in
models, it is possible to give an alternative algebraic definition in terms of congruent con-
figurations of entities in different models. I have already used this algebraic characterization
in the explanation of the intuitions behind exhaustive models above, because it is easier
to picture than the definition based on descriptive indiscernibility. The algebraic defini-
tion might even be closer to the intuitions behind King’s third criterion, because it appeals
more directly to the idea of having all possible configurations of entities in exhaustive mod-
els. However, since the two characterizations are logically equivalent, since the algebraic
definition needs a few additional preliminary steps, and since technical details are of no
interest to our present discussion I will omit a definition of the algebraic characterization
of exhaustive models.’

It can be shown that each grammar which has a nonempty model also has a nonempty
exhaustive model. And, just as we observed for models, exhaustive models are not uniquely
determined either. Most prominently, nothing in the definition of the exhaustive models of
a grammar fixes the number of isomorphic copies of the same configuration of entities in the
model. For each possible configuration there might be arbitrarily many isomorphic copies.
On the other hand, additional restrictions on exhaustive models can in principle make each
configuration structurally unique by excluding the presence of isomorphic copies.!’ For this
reason endorsing exhaustive models as the classes of intended models does not entail an
irrevocable decision in favor of token models over type models. This basic openness of
the concept of exhaustive models allows us to leave the controversial philosophical issue of
token models as opposed to type models undecided for the moment until we have gathered
more knowledge about the contents of exhaustive models of actual HPSG grammars.

9Readers interested in this may want to consult [Richter, 2004a, Section 2.2.2.2]. King’s conditions are
discussed in more detail in [Richter, 2004a, pp. 99-102]. Pollard’s objections to possible tokens as the
relevant entities subject to grammatical description are reported in [Richter, 2004a, p. 119f]).

10 Alternatively, if the reader is troubled by the prospect of having possible tokens instead of types in
exhaustive models, he or she may simply think of each collection of isomorphic connected configurations
of entities in an exhaustive model as an equivalence class which represents the desired type.
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All the assumptions about the nature of human languages which come with exhaustive
models are made explicit in King’s condition of grammatical truth. Since exhaustive mod-
els are intrinsically non-committal—granting us the freedom to introduce slight changes
through additional restrictions if necessary, and pace King’s clear stance on the type-token
issue—and since they do not introduce any algebraic or ontological restrictions on inter-
pretations which might obscure facts about the denotation of grammars, I find them ideal
for investigating HPSG grammars and their meaning.

In Chapter 2 I will investigate the question of whether all connected configurations
of entities in exhaustive models of typical HPSG grammars can be regarded empirical
configurations. My hypothesis is that all connected configurations in exhaustive models
should be empirical, because the actual existence in the world or the well-formedness of
non-empirical configurations cannot be verified by any means and should thus not be in the
domain of an empirical science. My dominant concern at present is that exhaustive models
of existing HPSG grammars actually do contain non-empirical entities of various kinds,
because the grammars were never formulated with sufficient attention to their denotation.
Exhaustive models give us a unique opportunity to investigate the denotation of grammars,
to identify problematic aspects, and to solve the problems by eliminating problematic
configurations. If current grammars are formulated too loosely, we can make their theories
more rigorous and use the logic to formulate additional background assumptions which have
so far been left implicit. This strategy should ultimately lead to satisfactory exhaustive
models.

Once we have obtained satisfactory models, we can return to the philosophical issues of
the ontology of models. The results obtained from investigating HPSG grammars and their
linguistic content will shed new light on the (hidden) commitments involved in choosing
from existing model theories for HPSG grammars. The insights we gain from consider-
ing linguistic theory alongside the logical architecture of the formalism and philosophical
convictions should ultimately lead to a better understanding of what can be a satisfactory
theory of the linguistic meaning of grammars in a constraint-based framework.

Before embarking on the investigation of the basic hypotheses of the HPSG framework
about the structure of natural languages, the next section takes a closer look at the structure
of relations in RSRL models. It will propose a minor modification of RSRL’s notion of
interpretations of signatures, which will lay to rest certain worries which linguists have
aired about the effect of relation principles on grammar models. As we will demonstrate,
the modification does not affect the theory of exhaustive models.

1.3 RSRL without Relational Monsters

In the previous sections I presented RSRL with a new syntax for its formal languages.
The new syntax is better suited for applications of RSRL in the HPSG framework. As
is shown in Chapter 3, the new version of RSRL is just a syntactic variant and does not
change anything substantial. The innovation of the present section goes beyond this type
of modification and addresses a question which some linguists have raised regarding certain
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structures in models of grammars. My goal here is to give a general characterization of these
troublesome structures and to modify the notion of interpretations of signatures in such a
way that these structures are eliminated without any further model-theoretic consequences
for RSRL grammars.

When I introduced the concepts underlying the design of the logical languages of RSRL
at the beginning of Section 1.1, I immediately stressed that the languages of RSRL were
created to talk about connected configurations of entities. This idea is so much at the heart
of the formalism that it is impossible even to make statements which relate in any way
unconnected configurations in an interpretation. For example, it is impossible to make the
shape of one configuration dependent on the shape of another configuration if one is not a
subconfiguration of the other.

While this observation needs no qualification, there is one point in the design of RSRL
which apparently does not pay attention to this fundamental fact about the formalism.
This point is in the semantic structures. To be more precise, the configurations in question
concern relations. In order to understand the issue it is best to take a close look at an
example.

Figure 1.2 shows a model of the grammar (3;,605) with two connected configurations
of entities, one for the word Uther and one for the word walks. I will call this (3, 65)
model 5.

Figure 1.3 shows another (3, f2) model. It is very similar to I3 and contains isomorphic
configurations of Uther and walks as far as the two graphs in the picture are concerned.
However, there is a small difference between the two (X1, 65) models. In the second model,
which I will henceforth call l4, there are more tuples in the two relations member and append
than in I3. How can this be, considering that I3 and l; are models of (X1, 65), and (3, 05)
comprises an APPEND PRINCIPLE and a MEMBER PRINCIPLE, which are supposed to
fix the meaning of the relation symbols append and member to those tuples of entities
intuitively expected to be in their denotation in (¥, 6s) models? How can there be any
variation of append and member tuples in (3, 0s) models if we can capture our intuitions
about relations reasonably well with relation principles?

The reason for this surprising behavior of (¥, 6;) models is a property that all the
tuples which distinguish member and append in I3 and I, have in common: All the extra
tuples in ly, (10,4), (13,5), (4,9), (2,2,14), (2,2,13), and (0,6,9), contain nodes which
occur in two configurations which are not connected by attribute arcs. For example the
nodes numbered 10, 13 and 9 belong to walks, whereas the nodes numbered 4 and 5 belong
to Uther. Each extra tuple in |, contains at least one entity from walks and at least one
entity from Uther. On the other hand, it is not possible to add or to remove any tuple
of entities from one and the same connected configuration in I3 from the relations append
and member without turning I3 into an interpretation which is not a (¥;, ;) model. The
APPEND PRINCIPLE and the MEMBER PRINCIPLE determine unique sets of append and
member tuples with respect to entities from connected configurations, but they do not put
restrictions on the to relations with respect to tuples which come from different connected
configurations.

This fact about the effect of relation principles on their models is of course to be ex-
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pected given the fact that the description languages of the formalism are not expressive
enough to make properties of one connected configuration dependent upon properties of
an independent second connected configuration. The (lack of) expressiveness of the logical
languages implies that if it is possible for elements in the same relation tuple to belong
to different connected configurations in an interpretation, the languages of RSRL cannot
characterize this kind of relational structure. The reasons are easy to see: According to
their syntactic structure, relational expressions must contain free variables, the variables
in the argument position (DEFINITION 8, page 29). But according to the definition of
grammars all expressions in grammar theories must be descriptions, which means that all
variables occurring in principles in theories have to be bound by the existential or by the
universal quantifier (DEFINITION 19, page 41). The meaning of the two quantifiers is
defined in terms of quantification over components of entities (DEFINITION 14, page 34).
Principles such as the APPEND PRINCIPLE and the MEMBER PRINCIPLE can, therefore,
only make statements about tuples of entities which are all components of an entity. Re-
lation principles cannot exclude entities which do not have at least one common topmost
element in the universe from being in relational structures in models of grammars, nor can
they force any of them to be in relational structures in models. The languages of RSRL
simply cannot talk about these mixed tuples at all. It follows that mixed tuples may or
may not occur in models, including exhaustive models, and that the grammar writer has
no influence over this. There is no description which could distinguish between |3 and l4.
To give a name to the phenomenon at hand, let me call relations with tuples consisting of
entities from different connected configurations in an interpretation monster relations.

The potential presence of monster relations in RSRL grammar models was noted very
early on. The reason for their existence is not that they were not noticed at the time RSRL
was created, but rather that leaving the possibility of more general relational configurations
in interpretations in the formalism was mathematically more elegant and did not interfere
with the main purpose and the proper functioning of the formalism. The earliest discussion
of monster relations probably took place among Paul King, Kiril Simov and me in connec-
tion with work which aimed at characterizing model-theoretically the relationship between
the expressive power of SRL and RSRL.' Around the same time Adam Przepiérkowski
and Tilman Hohle (p.c.) independently noticed this property of RSRL relations as well
and expressed some concern about it for purely linguistic reasons. As linguists who were
thinking about how they could describe natural languages, they were worried about not
having full control over the structure of relations in exhaustive grammar models. Moreover,
they did not see any empirical significance of monster relations and concluded that they
should not occur in the intended exhaustive models of linguistic grammars. The variant
of RSRL to be presented below is motivated by such linguistic concerns and shows how to
solve the problem.

In the early days of RSRL, however, when the study of mathematical properties took
precedence over the study of models of particular grammars, it was decided that there
was not enough reason for concern to justify any loss of elegance in definitions which

"Unfortunately the resulting manuscript was never finished and remains unpublished.
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might complicate the structure of the formalism, because the possible presence of monster
relations in models of grammars did not influence the model-theoretic properties of RSRL
which we were primarily interested in at the time. In particular, since exhaustive models
can be defined on the basis of a notion of descriptive indiscernibility, and since monster
relations are beyond the descriptive power of RSRL, their existence had no effect on the
theory of exhaustive models, or on the relationship of exhaustive models of grammars
to the abstract feature structure models in the spirit of [Pollard and Sag, 1994] and the
type-oriented models of [Pollard, 1999].

In the face of linguists’ concerns, and in the absence of any use for monster relations,
I believe that monster relations should be eliminated by imposing stricter conditions on
possible relational structures in interpretations. If it is possible to modify interpretations
minimally in such a way that only monster relations are excluded but nothing else changes,
it follows immediately that the exhaustive models of RSRL grammars remain unaltered
in their relevant substance. King’s theory of grammatical meaning is then still applicable,
and the well studied relationship of exhaustive models to other structures which were used
as explanations of grammatical meaning also remains intact.

In short, a change in the definition of interpretations which is limited to eliminating
monster relations will exclude structures which caused uneasiness for at least some linguists,
without changing any of those properties of RSRL which have been subject to model-
theoretic investigations. In the remainder of this section I will demonstrate how this can
be achieved.

The solution proceeds in four steps. I will start with small interpretations, which are
just like the original RSRL interpretations except that they do not contain a relation inter-
pretation function. Small interpretations are sufficient to define the set of components of
each entity in an interpretation, because componenthood is determined by accessibility by
a term, and term interpretation only needs to refer to an identity function for the reserved
colon symbol and to attribute interpretation functions. On the basis of componenthood
in small interpretations it is possible to define the set of possible relation tuples as the
set of tuples of entities which are components of at least one common predecessor. The
set of possible relation tuples is then used to define full interpretations with a relation
interpretation function which is appropriately restricted.

The definition of small interpretations is a simplified version of the original definition
of interpretations, DEFINITION 3, page 21:

Definition 22 For each signature ¥ = (G, C, S, A, F, R, AR), | is a small ¥ interpre-
tation iff

| is a triple (U,S, A),

U is a set,

S is a total function from U to S,

A is a total function from A to the set of partial functions from U to U,
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for each a € A and each u € U,

if A(a)(u) is defined
then F(S(u), ) is defined, and S(A(a)(u)) E F(S(u), a), and

for each a € A and each u € U,
if F(S(u), a) is defined then A(a)(u) is defined.

Small interpretations are our original interpretations with the relation interpretation func-
tion omitted.

Small ¥ interpretations are sufficient to define the set of components of an entity in
a (small) interpretation. The necessary minor revision of DEFINITION 11, page 31, is
illustrated below for the sake of completeness. DEFINITION 23 suffices as the definition of
componenthood even after the introduction of full interpretations in DEFINITION 25, since
our notion of componenthood is independent of relations.

Definition 23 For each signature ¥ = (G,C, S, A, F, R, AR), for each small ¥ interpre-
tation | = (U, S, A), and for each u € U,

for some ass € Ass,

for some m € A*,
T (:m)(u) is defined, and
o = T (em) )

Cof=¢qu €U

ass

Note that DEFINITION 23 presupposes the term interpretation functions 7,*** with respect
to small interpretations. Strictly speaking, we would have to insert here the relevant
modification of the definition, but we will omit it. The omission is unproblematic, because
DEFINITION 10 of term interpretation functions does not refer to the relation interpretation
functions of full RSRL interpretations.

With all prerequisites in place, I can now capture the tuples of entities which belong to
connected configurations:

Definition 24 For each signature ¥ = (G,C, S, A, F, R, AR), and for each small ¥ in-
terpretation | = (U, S, A),

for some u € U,
RT,= U (ul,...,un)EUn for eachi € IN, 1 <i<n,
nel U; € C0|u

For each signature > and each (small) ¥ interpretation I, I call RT, the set of possible
relation tuples in |. Each possible relation tuple is a tuple with the characteristic that
all entities in the tuple are components of a predecessor in the interpretation.'? This

12Gince relations might also have sequences of entities as arguments, the definition of possible relation
tuples is constructed accordingly and allows each u; to be a sequence of components.



o8 CHAPTER 1. THE MATHEMATICAL FRAMEWORK: RSRL

means that all combinations of entities in connected configurations belong to a single
possible relation tuple, and possible relation tuples must be composed of entities which are
components of a common element. Alternatively, we can consider this from the descriptive
point of view: For a given interpretation |, each tuple in the set RT, contains entities in
configurations whose relationship can, in principle, be determined in descriptions, and no
tuples are excluded whose elements can be determined by a description.

This is exactly the kind of restriction which linguists would like to put on relation struc-
tures. At the same time it is unproblematic for the theory of exhaustive models, because
the restriction cannot be expressed within the logical languages of the formalism. We can
immediately generalize the notion of possible relation tuples in a small interpretation to
relation tuples in the redefined full interpretations of RSRL, where relation tuples will be
drawn from the set of possible relation tuples from the corresponding small interpretations.

DEFINITION 25 replaces my former definition of interpretations of signatures, DEFINI-
TION 3:

Definition 25 For each signature ¥ = (G,C, S, A, F, R, AR), and for each small ¥ in-
terpretation |y = (U, S, A), | is a X interpretation iff

| is a quadruple (U,S,A,R),
R is a total function from R to the power set of RT,,, and

for each p € R, R(p) C (RT|S N UAR(p)).

Relation symbols are still interpreted as tuples of entities (and sequences of entities) ac-
cording to their arity, but these tuples are now restricted to the set of possible relation
tuples in the corresponding small interpretation.

Returning to the two (X1, 65) models I3 and |4 under the old definition of ¥ interpreta-
tions, we can now inspect the consequences of the new definition of ¥ interpretations for
monster relations. Assume that we take the two graphs for Uther and walks as depicted in
Figure 1.2, i.e., the depicted configurations of entities constitute the small 3 interpretation
whose influence on the corresponding full ¥; interpretation extensions we want to investi-
gate. We find that I3 is now the only possible (31, 65) model we can build from the given
small ¥; interpretation. ly is no longer a (X, 6,) model, because it is not even a ¥ in-
terpretation any more: The tuples (10,4), (13,5), (4,9), (2,2,14), (2,2,13), and (0,6, 9)
are not in the range of the relation interpretation function R according to DEFINITION 25
because they are not in the set of possible relation tuples in the small interpretation. The
problem of monster relations has disappeared.

In all following chapters I will adopt the revised definition of interpretations without
making a terminological distinction between the former and the new definitions.
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unembedded signs is acknowledged, but the theory is not spelled out, since it is not the
real concern of constructional theories.

From our brief overview I conclude that important empirical properties of linguistic ex-
pressions in phonology, semantics, pragmatics and syntax are closely linked to utterances
as the smallest units in which they can be observed and described in all relevant aspects.
Units of language which are smaller than utterances become empirical by virtue of being
components of utterances. Hence, HPSG grammars can be formulated more comprehen-
sively and with greater accuracy if they include the concept of unembedded signs explicitly
in their ontology.

2.1.3 Summary: A Grammar and an Intended Model

The preceding findings about the basic hypotheses in HPSG concerning the structure of
natural languages and about the sign-based nature of the meaning of grammars can best
be summarized in form of a small grammar and its intended model. For this purpose,
I will repeat the grammar (3,6s) from Chapter 1 in a slightly different notation and
provide a model for it. I will call this grammar (¥;,60;), and I will refer to it throughout
this chapter by its new name. The (¥, 6;) model I will choose is supposed to reflect the
expectations a linguist would usually have regarding the meaning of the grammar (¥, 0,).
The choice of the model is based on the assumption that linguists working in the HPSG
framework regard unembedded signs as the central empirical entities of languages, and
therefore expect to find connected configurations of entities under signs in the intended
models of their grammars.

The grammar is consistent with the the standard hypotheses about the structure of
signs in Section 2.1.1, although it simplifies them considerably. In particular the SYNSEM
attribute and the distinction between local and nonlocal properties is omitted, along with
a number of optional grammar modules such as morphology and a worked out phonology.
The remaining functions of the SYNSEM attribute are fulfilled by the attribute CAT.

The grammar (3, 0;) does not simply copy the principles of the grammar (¥, 6,),
rather it presents them in a more reader friendly format. The syntax of the descriptions
in the theory 6, follows the simplifying notational conventions presented in Section 3.1.
They make the notation much more compact and should be immediately transparent, even
without consulting the explanations in Section 3.1.

The signature remains unchanged:
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(13) The signature X;:

top

stgn  PHON  list
CAT cat

phrase  H_DTR  sign
NH_DTR  sign
word

list
nelist  FIRST top

REST  list
elist

cat HEAD head
SUBCAT  list
head

verb
noun
phonstring
uther
walks
Relations
member/2
append/3

(14) enumerates the principles in the theory ;. Note that the member relation is not
used in any of the substantive grammatical principles (14a)-(14d). The member relation
and the MEMBER PRINCIPLE are still included in this grammar, as they typically belong
to any larger HPSG grammar. Most importantly, the member relation is a much simpler
example of a relation than the append relation. It will thus be useful in our discussion of
the models of (¥, 6;).

(14) a. WORD PRINCIPLE:

[word } —
PHON <walk5>
HEAD  wverb

HEAD  noun|| V
CAT . CAT HEAD  noun
SUBCAT elist SUBCAT

PHON (uther)

SUBCAT elist

b. ID PRINCIPLE:

[CAT SUBCAT elist
[phrase] — |H-DTR CAT SUBCAT ([1])
NH-DTR CAT

c. HEAD FEATURE PRINCIPLE:

[CAT HEAD
|H_.DTR CAT HEAD

[phmse} —
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d. CONSTITUENT ORDER PRINCIPLE:

PHON
[phmse} — H_DTR PHON A append (], [2],[3))
NH_DTR PHON

e. APPEND PRINCIPLE:
([ezz'st} AElis] A = ) Vv

L@ | E)AB(@ | @) )
A append ([, 2, [@6)

VavEV d
append ([T, @, @) < 333@(

. MEMBER PRINCIPLE:

(@ | sty v ))

Vaviz <member(,) > ( I3 ( <t0p | >/\ member(, ))

We may assume that the utterances licensed by our grammar are the phrase Uther walks,
and the words Uther and walks. For the sentence Uther walks this assumption is certainly
uncontroversial. To see its plausibility for the word Uther, consider the exclamation Uther!,
which can easily be construed as a complete utterance in contexts of wonder or rebuke.

It is more difficult to construct an appropriate context for an independent use of the
word walks. How convincing the case for its existence is depends on decisions about the
overall syntactic architecture of grammar. I will not try to provide a compelling argument
here, but simply postulate that at least in some restricted contexts, possibly to be linked
to the theory of elliptical constructions, the grammar of English licenses utterances which
consist only of the word walks. Under this assumption the word walks should occur as an
independent utterance with illocutionary force in models of English grammars.

Can we find the three signs with the phonologies Uther, walks and Uther walks in
exhaustive models of (¥;,0;)? Yes, we can: Figure 2.1 shows a (non-exhaustive) model, I3,
of our grammar with the sentence Uther walks and the separate words Uther and walks.
By definition we know that all exhaustive models of (¥, 6;) must contain at least one
isomorphic copy of each connected configuration of entities depicted in Figure 2.1.

Two properties of the model I3 can be taken as first indications that there are problems
with the grammar (¥, 6;) and its intended meaning in terms of the class of exhaustive
(3, 0;) models.

The first shortcoming has to do with an apparent weakness of the requirement that an
exhaustive model contain at least one isomorphic copy of each configuration of entities.
In a sense, this requirement does not seem to be strong enough to guarantee the intended
meaning of (X, 6;). To see this, note that the configurations of Uther (under entity 30)
and walks (under entity 19) can have isomorphic counterparts in models with fewer entities
than |3, even if the model in question also comprises a configuration of the sentence Uther
walks. The reason is this: A model with a single connected configuration isomorphic to
Uther walks (under entity 16) suffices to fulfill the condition with respect to the three signs
walks, Uther and Uther walks, since a model of this kind already comprises isomorphic
copies of Uther and walks. In the model I3 the relevant isomorphic copies of Uther and
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member = { (2,17),(2,1),(4,12),(9,17),(9,8), (32,
(1,3,1),(1,8,17),(3,1,1),(3,3,3), (3,
(3,14,14), (3,15,15), (3,17,17), (6, 1,
(6,13,13), (6,14, 14), (6,15, 15), (6,17
(13,3,3),(13,6,6), (13,8,8), (13,12,1
(13,17,17), (14,1, 1), (14, 3, 3), (14,6,
append = ¢ (14,14,14), (14, 15,15), (14,17,17),(15,1,1),(15,3,3
(15,12,12), (15,13,13), (15,14, 14), (15,15, 15), (15,17,17), (17,15, 17), (31, 33, 31),
(33,31, 31), (33, 33,33), (33, 36, 36), (36,31, 31), (36, 33, 33), (36, 36, 36), (21, 22, 21),
(22,21,21),(22,22,22), (22,24, 24), (22, 27,27), (22, 28, 28), (24, 21, 21), (
(24,24, 24), (24,27,27), (24,28, 28), (27,28, 27), (28, 21,21), (28, 22, 22), (28, 24, 24),
(28,27,27), (28, 28, 28)
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Figure 2.1: A (¥, 6,) model, I3, with the words Uther, walks and the phrase Uther walks



82 CHAPTER 2. THE LINGUISTIC FRAMEWORK: HPSG

walks can be found respectively under the entities 0 and 7 of the configuration Uther walks.
If we want to find everything that the grammar is intended to describe as an independent
connected configuration in the relevant models, something needs to be changed. To require
the presence of at least one isomorphic copy of each possible configuration is not enough.

The second problem is not immediately obvious, but the first signs of it become apparent
by considering the surprisingly large number of tuples to be seen in the relation append.
It is worth the trouble to spend some time investigating the relation append (and member)
in I3. The relation tuples are, of course, determined by the MEMBER PRINCIPLE and the
APPEND PRINCIPLE of the grammar. Whereas the interpretation of member is easy to
reconcile with intuitions about the meaning of a membership relation it takes longer to
see why the triples in append conform to the standard version of an append specification
provided by the APPEND PRINCIPLE, however the reader is encouraged to check that each
tuple shown in |3 necessarily belongs to the given relations in (X, 6;) models.'® Close
inspection reveals that the apparently artificially high number of triples in append is due
to the encoding of lists in terms of entities in interpretations. In particular the multiple
elist entities in each connected configuration contribute a large number of combinatorial
possibilities, which do not correspond to immediate intuitions about an append relation in
the given signs. When we investigate the full range of the possible models of (¥, 6;), we
will see that HPSG’s list encoding leads to further complications. Our solution to these
will also address the somewhat counterintuitive, albeit technically expected, behavior of
append in 3.

After this brief introduction to the most salient problems with our HPSG grammar
and its sign-based models, we will now turn to a systematic investigation of the form and
models of HPSG grammars, taking (3, 0;) as an exemplary HPSG grammar whose size
fits our purpose very well.

2.2 Toward Normal Form Grammars

The grammar (%, 6,) is consistent with the structural hypotheses about language of the
HPSG framework; however it reduces the empirical coverage drastically compared to nor-
mal HPSG fragments of natural languages by omitting many details of more realistic gram-
mars. This makes the number and size of connected configurations of entities described
small enough to be inspected comfortably. At the same time models of this toy grammar
have a sufficiently rich structure to illustrate my worries about models and exhaustive
models in the denotation of typical HPSG grammars.

What do linguists who write a grammar such as (¥, ;) wish to find in the intended
model of the grammar? Ignoring the ontological difference between types and possible
tokens as the expected configurations in interpretations for the moment, it is fair to assume

16Note that models of the grammar would become even stranger with respect to the triples in append if
I omitted the condition—usually disregarded by linguists—that the second and third argument of append
always be lists. This condition is expressed by the second conjunct of the first disjunct (which is the ‘base
case’) to the right of the bi-implication symbol of the APPEND PRINCIPLE (8¢) on page 42.



Chapter 3

Technicalities

This chapter provides the technical background to the chapters on the mathematical and
linguistic frameworks (Chapter 1 and 2) by presenting a few necessary mathematical details
omitted there for expository reasons. Section 3.1 makes explicit a number of notational
conventions which simplify the presentation of grammatical principles written in RSRL;
Section 3.2 sketches a proof of my claim that the formalism defined in Chapter 1 is in fact
a dialect of RSRL. The notational abbreviations in Section 3.1 were already used in the
notation of the normal form grammar (Xg,,0g,) (stated in (20) and (21)) in Section 2.3
and later in that chapter. They will be applied throughout Part II of this work.

3.1 Notational Conventions

The syntactic design of the formal languages of the new dialect of RSRL presented in Sec-
tion 1.1 follows the notational conventions of the HPSG literature quite closely. However,
as usual for mathematical systems, the AVM syntax of RSRL contains a number of techni-
cal notational devices designed to keep its recursive definition of syntax and the semantic
interpretation as elegant and straightforward as possible. In linguistic principles, which are
always AVM descriptions without free variables, a few simplifications can be introduced
as notational conventions which make the formal languages significantly easier to use for
linguists. In the present section I intend to loosen up the notation a bit in order to shrink
unnecessarily large descriptions in grammars and to eliminate a few unwieldy technical
details of the formal languages which are simply not necessary for the everyday purposes
of linguists who use RSRL. The effect of the following conventions can best be observed
by comparing the notation of the grammatical principles in the grammar (3, 6;) in (8) on
page 41 to the corresponding principles in the normal form grammar developed from the
first grammar in (21) on page 113.

In order to simplify the notation of grammatical principles I will introduce a small
number of notational conventions which will have a major impact on the size of many
AVM descriptions. Most of the following conventions are cited from [Richter, 2004a, Chap-
ter 3.2.3]; or, in the case of CONVENTIONS 5-7, they are modeled after the notation of the
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indirectly interpreted syntax of AVM formulae in [Richter, 2004a]. The conventions are
designed to simplify the syntax of grammatical principles, and the underlying assumption
is that the abbreviated expressions are all ¥ AVM descriptions, that is, elements of AVMOE.

First of all, whenever it can be done without causing confusion about the structure of
the expression, I will omit the round brackets of AVM formulae which are conjoined by
the standard logical connectives. In doing so, I follow the usual conventions of first order
predicate logic about the operator precedence among the logical connectives. I have, in
fact, already tacitly adopted this bracketing convention in the examples of grammatical
principles in Section 1.1 above. In addition, I will also omit square brackets inside of X
boxes whenever this can simplify the notation without becoming confusing. In particular, I
will usually not write square brackets if a 3 box only contains a sort but no attributes, or if
there is only one attribute but no sort mentioned (which is made possible by CONVENTION 3
below).

The remaining conventions are worth a more distinguished treatment and will be enu-
merated as conventions. In this form they can easily be consulted if the reader should find
this necessary for checking the precise meaning of grammatical principles.

Clearly the pseudo variable colon can be omitted in front of top matrices if we agree
that a maximal matrix without a tag is meant to be tagged by colon:!

Convention 2 [Colon Convention] The colon as the tag of a mazximal matriz may be
left out in AVM descriptions.

Neither shall it be necessary to write an uninformative sort description in a > box only
to ensure syntactic well-formedness:

Convention 3 [Metatop Convention] At the top of matrices, the symbol from the ex-
panded sort set may be left out. If it is missing then I regard metatop as the missing
symbol.

In grammatical principles of typical HPSG grammars, a significant number of quantifiers
can be left out by adopting a simple quantificational closure convention for binding off
variables which would otherwise remain free variables:

Convention 4 [Existential Closure Convention] If a variable is not explicitly bound
by a quantifier, then I assume that it is captured by an implicit existential closure with wide
scope over the entire formula.

The FEuwistential Closure Convention should be used with care, in particular since all
existential quantifiers can be left implicit. It is still necessary to explicitly mention all
those existential quantifiers which occur in the scope of negation or universal quantifiers.
This concerns, for example, all existential quantifiers in the principles which fix the meaning
of relation symbols, such as the APPEND PRINCIPLE or the MEMBER PRINCIPLE.

Given the conventions above I can simplify the notation of the HEAD FEATURE PRIN-
CIPLE of the small grammar in (8) considerably, writing it as follows:

'Recall that matrices which are not embedded in another matrix are called mazimal.
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(25) phrase — CAT HEAD ]

H_DTR CAT HEAD

By our conventions, this stands for the description in (26), which can easily be shown
to be equivalent to the original formulation:

_metatop

-metato
CAT p 1

tat
(26) I | : [phrase] — - | HEAD [metatop)

[ metatop

HEAD [metatop}

H_DTR [metatop 1

The next three conventions concern the description of lists and chains. Their purpose
is to add the usual list notation with angled brackets to the syntax of AVM formulae,
because it is much more readable than a notation with attribute symbols and sort symbols
due to the optical distinction it makes between the description of lists and the description
of other kinds of structures. Since it is not clear in advance which sort symbols and
attribute symbols with their requisite appropriateness specifications are used to describe
lists in a particular grammar, I first have to state in general terms the geometry of lists in
signatures.? 1 will then define the list notation for any set of attributes and sorts which
match this geometry. A similar notation will be introduced for chains. It will be followed by
a convenient notation which will allow grammar writers to ignore the distinction between
lists and chains by describing them simultaneously.

A signature Y’ is a fragment of a signature X if and only if each element in the septuple
Y is a subset of the corresponding element of ¥. A list fragment of a signature ¥ is a
fragment ¥ of X such that it contains two attributes a; and as, and at most four sorts:
two species of X, 01 and o9, together with their unique common immediate supersort, o,
and possibly one more sort of ¥, 0.3 o and oy are the only immediate subsorts of ¢ in
Y. In both ¥ and ¥’ the attributes o; and s are appropriate to oy but not to oy and o;
F(o1, 1) = 0. and F (o1, aa) = 0. The set of relations is empty in 3.

I will call a signature which contains a list fragment a signature with lists. For signatures
with lists I introduce a notational convention:

Convention 5 [List Convention| For each signature with lists ¥, assume that ¥’ is a
distinguished list fragment of ¥ with attributes oy and aw, a sort o subsuming the species
o1 and oy, and the two attributes appropriate to o;.

o () is another way of writing [os).

2Typical choices in the English language HPSG literature are the attributes FIRST and REST together
with the sort symbols list, elist and nelist; however, variations like the attributes HD (head) and TL (tail)
and sorts list, e_list and me_list also occur frequently.

3. may be one of the previous three sorts.
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e For eachn € IN, for each i with 1 < i < n, for each f3; € BOX*,

(B, ..., B, is an abbreviation for the unique 3 € UBOX> such that

o1
ar B
p= o1
g ... [0[1 ﬂn
Qo 02

e For eachn € IN with n > 2, for each i with 1 < i < n, for each (3; € BOX>,

(B, ..., BuoilBn) is an abbreviation for the unique 3 € UBOX> such that

o1
ar
ﬁ = g1 .
Qg ... [al ﬂnll
ag B

For chains I will appeal to a very similar notational convention. Since the symbols for
describing chains are fixed I do not need any additional auxiliary terminological conventions
like the ones for the List Convention:

Convention 6 [Chain Convention]
o || || is another way of writing [echain).

e For eachn € IN, for each i with 1 < i < n, for each f3; € BOX*,

181, ..., Bull is an abbreviation for the unique 3 € UBOX> such that
nechain
T B

0= nechain
> ... [T On

> echain

o For each n € IN with n > 2, for each i with 1 < i <n, for each 3; € BOX>,

181, ., Bu_t|Bull is an abbreviation for the unique 3 € UBOX™ such that
nechain

T B
6= nechain] |.
- [T ﬂM]
> On
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It will be convenient to have a notation for describing lists and chains simultaneously.
I use the term tape to refer to list-like structures and their descriptions when I do not want
to make a precise distinction between lists and chains. Tapes typically occur in arguments
of relations.

Convention 7 [Tape Convention| Assume that ¥ is a signature with lists and that we
have adopted the LisT CONVENTION (Convention 5) for a distinguished list fragment of
Y. Let 1] be a variable.

o [ K > is an abbreviation for m() V [ [echain].

e For eachn € IN, for each i with 1 < i < n, for each f3; € BOX*,

@< Biy. .., 0n > is an abbreviation for @ (B, ..., 0n) V @51, -, Gull-

o For each n € IN with n > 2, for each i with 1 < i <n, for each 3; € BOX>,

L B, ..., By > is an abbreviation for
DB, -5 BatlBu) V @B, - - -, Bu1|Bull-

With the final notational convention I want to provide more freedom for the use of rela-
tional formulae. Instead of only admitting variables in the argument positions of relational
expressions, tagged ¥ boxes may be written in these positions for an immediate description
of the arguments. Such a notation is common in the HPSG literature:

Convention 8 [Relation Argument Convention] A tagged bozx, ¢, may be written into
an argument slot of a relational AVM formula. This notation is interpreted as abbreviating
a conjunction of ¢ with the relational AVM formula which contains only the tag of ¢ in the
respective arqument slot. If the tag of ¢ is the colon, the notation is interpreted as described,
except that the relevant argument slot of the relational AVM formula now contains the
alphabetically first variable, v, which does not yet occur in the overall description, and the
AVM equation : = v is conjoined with the relational AVM formula and ¢.

Consider the signature ;. With the Relation Argument Convention we can refer to
verbs which have a saturated verbal argument on their SUBCAT list in the following compact
way:

word

(27) cap [HEAD  verd /\member( [I;?BAEAT Z;erb}, )
SUBCAT

Without CONVENTION 8, this would have to be written in a slightly more complicated
and much less perspicuous way:
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word

(28) AT |:HEAD verb} A [

SUBCAT

HEAD verb

SUBCAT () ] A member (2], [@)

It is immediately evident that the RELATION ARGUMENT CONVENTION becomes very
effective when several relational expressions with descriptions of their arguments occur in
a single description.

The RELATION ARGUMENT CONVENTION concludes the notational simplifications for
the specification of grammatical principles.

3.2 Equivalence Proof

In this section, I will sketch a proof which shows that all grammars which are written in the
syntax of Section 1.1 are indeed RSRL grammars, although they are written in a syntax
which differs from the syntax of the original version of the RSRL formalism. In order to
prove that the formalism in Chapter 1 is indeed the RSRL formalism from [Richter, 2004a]
I have to show that for each RSRL grammar there is a grammar of the new version of the
formalism such that an interpretation of their shared signature is a model of the RSRL
grammar if and only if it is also a model of the grammar of the new formalism. And
for each grammar of the new formalism there must be a corresponding grammar of the
original RSRL formalism such that a model of the first is a model of the second grammar,
and nothing which is not a model of one is a model of the other grammar. If we can find a
pair of corresponding grammars in the two versions of the formalism with regard to their
models no matter with which grammar and which formalism we start, we know that the
two formalisms are the same.

For reasons of space I shall not repeat the complete definitions of the original RSRL
formalism. I will adopt the syntax and semantics of RSRL presented in [Richter, 2004a,
pp. 162-169]. In addition I will exploit other constructions from the same source which
are convenient for my present purpose. For grammar writing an alternative syntax for
RSRL is given in [Richter, 2004a] which is not directly interpreted. Instead, expressions
in this syntax are translated into RSRL formulae by a translation function. The meaning
of the translation of an expression is then taken as the meaning of the original expression.
The uninterpreted syntax is very similar to the one which I used as the primary syntax in
Section 1.1. For this reason I can also use the translation function in my proof with a few
minor revisions which will be duly indicated.

Since we will show the relationship between two similar kinds of syntax and their
meaning relations in order to demonstrate that they constitute the same formalism, we
will have to be careful about the terminology lest we get confused about which syntax and
meaning relation we are dealing with at any given point in the discussion. For this reason
I will, for the remainder of this section, strictly adhere to the following nomenclature.
The expressions of the original RSRL syntax will consistently be called (X) formulae and
(33) descriptions. They must be distinguished from the (X) AVM formulae and (¥) AVM
descriptions of Section 1.1. Sets of descriptions will be called theories, and they will be
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