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Machine Translation Systems: Europe

EUROTRA

Long-term MT research and development programme
funded by the European Commission (1982-92)

EUROTRA 1 - Research and development programme
(EEC) for a machine translation system of advanced
design, 1982-1990

EUROTRA 2 - Specific programme (EEC) concerning
the preparation of the development of an operational
EUROTRA system, 1990-1992
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MT Systems: EUROTRA 1

EUROTRA 1 - Research and development programme
(EEC) for a machine translation system of advanced
design, 1982-1990

Main Goal: To create a machine translation system
of advanced design capable of dealing with all (nine)
official languages at the time (Danish, Dutch,
English, French, German, Greek, Italian, Spanish
and Portuguese) of the Community by producing an
operational system prototype in a limited field and for
limited categories of text, which would provide the
basis for subsequent development on an industrial
scale.
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MT Systems: EUROTRA 2

EUROTRA 2 - Specific programme (EEC) concerning
the preparation of the development of an operational
EUROTRA system, 1990-1992

Main Goal: To create, starting from the EUROTRA
prototype, the appropriate conditions for a
large-scale industrial development, including the
development of methods and tools for the
re-usability of lexical resources in computer
applications as well as the creation of standards for
lexical and terminological data.
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Machine Translation Systems: GETA

GETA (Group d’ Études pour la Transduction
Automatique) at the University of Grenoble, France

MT research group with longest history in Europe, if not
world-wide,

headed by Bernard Vauquois and later by Christian
Boitet

Systems developed:
1967-1971 development of CETA (Russian/French)
ARIANE -78
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Machine Translation Systems: CETA

CETA (Russian/French):
first large-scale second-generation system
(first-generation systems aimed at direct translation)
with finite- state morphology, augmented
context-free syntactic analysis with assignment of
dependency relations, procedural semantic analysis
tranforming tree structures into an interlingua (pivot
language), lexical transfer, syntactic generation and
morphological generation
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MT Systems: ARIANE-78

ARIANE-78
emphasis on flexibility and modularity
powerful tree-transducers written in transfer-rule
formalism ROBRA
conception of static and dynamic grammars
different levels and types of representation
(dependency, phrase structure, logical) incorporated
on single labelled tree structures and thus
considerable flexibility in multilevel transfer
representations
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MT Systems: Verbmobil

Verbmobil
A speaker-independent and bidirectional
speech-to-speech translation system for
spontaneous dialogs in mobile situations.
Recognizes spoken input, analyses and translates it,
and finally utters the translation.
The multilingual system handles dialogs in three
business-oriented domains (appointment scheduling,
travel planning, remote PC maintenance) with
context-sensitive translation between three
languages (German, English, and Japanese).
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MT Systems: Verbmobil

Verbmobil
Travel planning scenario with a vocabulary of 10 000
words was used for the end-to-end evaluation of the
final Verbmobil system
integrates a broad spectrum of corpus-based and
rule-based methods
combines the results of machine learning from large
corpora with hand-crafted knowledge sources to
achieve an adequate level of robustness and
accuracy
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Langenscheidt’s T1 Text Translator

T1 is a commercial product that builds on the METAL
system.

T1 is bi-directional: translates from English into German
and German into English; French into German and
German into French; and German into Russian and
Russian into German.

T1 is flexible. It provides users with a number of
different translation methods to choose from: batch
translation and real-time on-screen translation.
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T1’s Resources and Functionality

T1 has a big general purpose lexicon of 450 000 word
forms (as of 2010); with domain-specific sublexica to
choose from.

T1 supports a dynamic system lexicon which can be
enriched by the user, including grammatical information
and multi-word expressions. Supported by an intelligent
lexicon editor.

Larger external dictionary for lexical lookup.
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T1’s Translation Options

For individual sentences or short texts you can use the
ScratchPad, and watch the actual translation process.

For longer texts and RTF documents, you can translate
from the Workspace. The draft translations retain the
format of the original documents, and you can specify
where you want the results to be stored. A useful
feature here is the Translation Queue. This allows you
to queue your documents for translation at a more
convenient time.
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T1’s Translation Workspace

The advantages of translating in the Workspace are:

you can translate RTF documents as well as ASCII and
HTML documents.

you can queue documents for translation at a more
convenient time.

you retain the layout and formatting of the original
document.

you can create a New Words List and add it to the
lexicon.
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Machine Translation on the Internet

Several search engines offer(ed) language support:

Google offers various machine translation services
http://translate.google.com/

Nowadays Bing replaces Babel Fish translator (formerly
Altavista/YAHOO)
http://www.bing.com/translator/
developed by Systran
http://www.systran.de

Google offers type-in windows for translation of short
texts and translation of web sites, as well as a
comprehensive translation toolkit
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MT: Performance Google/Altavista (1)

Maria hat dem Kind ein Buch gegeben.
Maria gave a book to the child.
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MT: Performance Google/Altavista (1)

Maria hat dem Kind ein Buch gegeben.
Maria gave a book to the child.

Ich glaube nicht, dass diese Maschine gute
Übersetzungen liefern kann.
I do not believe that this machine can supply good
translations.
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MT: Performance Google/Altavista (1)

Maria hat dem Kind ein Buch gegeben.
Maria gave a book to the child.

Ich glaube nicht, dass diese Maschine gute
Übersetzungen liefern kann.
I do not believe that this machine can supply good
translations.

Wenn man einen Satz aus der Zeitung nimmt, dann
müßte das Programm ihn übersetzen können.
If one takes a sentence from the newspaper, then the
program would have to be able to translate him.
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MT: Performance Google/Altavista (2)

Peter hat den Löffel abgegeben.
Peter delivered the spoon.
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MT: Performance Google/Altavista (2)

Peter hat den Löffel abgegeben.
Peter delivered the spoon.

Das ist nicht der Grund dafür, dass ich ihm nicht traue.
That is not the reason for the fact that I do not trust it.
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MT Performance: An Example

In Zusammenhang mit der Eroeffnung der Repraesentation
in Deutschland, sucht Gesellschaft ESolutions Inc. die
Mitarbeiter auf verschiedene Vakanzen.

Falls Sie sind schon aelter als 21 Jahre alt und gute Arbeit
bekommen wollen, schicken Sie uns die eigene
Zusammenfassung her. Wir haben unbesetzten Stellen wie
fuer die Spezialisten, als auch fuer die Arbeiter ohne
spezielle Fertigkeiten und die Bildungen. When Sie haben
eine Intersse ueber unsere Vorschlag und moechten mehr
Information bekommen so koennen Sie sich mit uns
verbinden verwendend die untenangefuhrte Form.

. . .
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Some Misconceptions about MT (1)

False: MT is a waste of time because you will never
make a machine that can translate Shakespeare.
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Some Misconceptions about MT (1)

False: MT is a waste of time because you will never
make a machine that can translate Shakespeare.

False: There was/is an MT system which translated
the spirit is willing, but the flesh is weak into the
Russian equivalent of The vodka is good, but the steak
is lousy, and hydraulic ram into the French equivalent of
water goat. MT is useless.
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Some Misconceptions about MT (2)

False: Generally, the quality of translation you can get
from an MT system is very low. This makes them
useless in practice.
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Some Misconceptions about MT (2)

False: Generally, the quality of translation you can get
from an MT system is very low. This makes them
useless in practice.

False: MT threatens the jobs of translators.
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Some Misconceptions about MT (2)

False: Generally, the quality of translation you can get
from an MT system is very low. This makes them
useless in practice.

False: MT threatens the jobs of translators.

False: The Japanese have developed a system that
you can talk to on the phone. It translates whatever you
say into Japanese, and translates the other speaker’s
replies into English.
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Some Misconceptions about MT (3)

False: There is a amazing South American Indian
language with a structure of such logical perfection that
it solves the problem of designing MT systems.
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Some Misconceptions about MT (3)

False: There is a amazing South American Indian
language with a structure of such logical perfection that
it solves the problem of designing MT systems.

False: MT systems are machines, and buying an MT
system should be very much like buying a car.
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Incremental Linguistic Analysis

tokenization

morphological analysis (lemmatization)

part-of-speech tagging

named-entity recognition

partial chunk parsing

full syntactic parsing

semantic and discourse processing
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Tokenization: Motivation

Robust NLP

Processing of large corpora

Preprocessing step for other applications
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Preprocessing the Text: Tokenization

Tokenization refers to the annotation step of dividing the
input text into units called tokens.

Each token consists of either:

a morpho-syntactic word

a punctuation mark or a special character (e.g. &, @,
%)

a number
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Why is Tokenization Non-trivial?

Disambiguation of punctuation

e.g. period can occur inside cardinal numbers, after
ordinals, after abbreviations, at end of sentences

Recognition of complex words

compounds, e.g. bank transfer fee, US-company
mergers, e.g. clitization in French t’aime or English
England’s
multiwords, e.g. complex prepositions (provided that,
in spite of)
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Tokenization for Japanese

Japanese: the ultimate nightmare for tokenization

Just take a look: http://www.yomiuri.co.jp

What is so hard ?

cannot rely on blank spaces and punctuation

combination of two writing systems: kanji (Chinese
characters) and hiragana (mostly used for marking
grammatical endings)

E.g. WATASHI-wa (“first party”, meaning: I); large cap
part is in Kanji and remaining part is in hiragana
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Deterministic Tokenization

If the output never contains alternative segmentations
for any part of the input, the tokenizer is called
deterministic .

Deterministic tokenization is commonly seen as an
independent preprocessing step unambiguously
producing items for subsequent morphological analysis.

Deterministic tokenization is commonly implemented as
a cascade of finite-state transducers.
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